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ANNOTATION

The present vol_nne contains the reports presented at

the VII Conference of Young Scientists of the Institute of

Automation and Remote Control of the Academy of Sciences

USSR, held in March 1960. The volume includes a wide range

of scientific and technical _lestions in automatic regula-

tion and control. The material of the volume is divided

into seven sections: automatic control, automatic monitor-

ing, computers, automation elements and devices, statistical

methods in automation, theory of relay circuits and finite
automata and automated electric drive.

Editor-in-Chief: Ya. Z. Tsypkin
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I. AUTOMATIC CONTROL

THE EFFECT OF DRY FRICTION AND FREE PLAY ON

THE ERROR WITH REVERSAL IN SERVOSYSTEM_ 1

B. I. Andreychikov

The experience of the Institute of Automation and Remote Control of /3*

the Academy of Sciences USSR with machine tools using programed control has

shown that large "bursts" of errors are observed at the points of reversal of

machine tool servodrives. The cause of this phenomenon is the considerable

dry friction loading and the free play in the transmission from the actuator

motor to the position sensor. This phenomenon is manifested particularly

strongly in the case where the actuator motor is not included in the rate-

stabilizing feedback circuits.

Physically the appearance of the large errors at reversal is explained

as follows. At the time of reversal, after the actuator shaft has stopped,

a definite time is required for the servosystem to develop on the motor shaft

a torque equal to the dry friction torque and to take up the free play between

the motor and the error sensor. Since during this time period the program

continues to be applied to the input of the servosystem, or in the general

case movement of the common axis continues while the actuator axis is immobile,

a burst of error takes place. This burst will be larger for servosystems with

greater inertia in the open-loop condition.

The present paper considers the analysis of these errors and presents re-

commendations for their reduction.

i. Reversal Errors Due to Dry Friction

Consider the processes which take place in _ne reversam region in _ne

presence of dry friction torque. Prior to the moment of time tO (fig. 1),

when the velocity of the output axis Vou t reduces to zero, all processes in

*Numbers given in the margin indicate the pagination in the original foreign

text.

1Values of free play and dry friction are assumed such that self-oscillations

do not occur, but error "bursts" occur with reversal.
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Figure i. Processes in reversal region

with dry friction or free play. a, Travel

and velocity; b, error.

the servosystem are determined by the transfer function of the closed servo-

system.

At the moment tO the motor stops and, under a definite condition which

will be given below, remains immobile until the moment of time t I when the

turning moment on its shaft reaches the value of the friction load torque.

In the time interval tI - tO = td, termed the dead time, the servosystem is

open, since the output shaft remains immobile in spite of the movement of /4

the input shaft, and the variation of the turning moment follows the transfer

function of the open servosystem.

Beginning with the moment tI the motor shaft and the output shaft begin

to move and the system again is closed. The system output quickly catches up

with the input, but since the acceleration of the motor shaft is limited, for

some time after tI the error will continue to increase, reaching its maximal

2



-value 8max at someinstant of time t 2. In this case 8max will exceed 6d by a

larger amountfor a motor armature of higher inertia.

Knowing the form of the input action, the transfer functions of the closed
and open systems, and also the initial conditions, we can precisely calculate
all processes in the reversal region. However, this leads to extremely cumber-
somecalculations unsuitable for practical application.

Simple approximate equations for the error in the reversal region can be
obtained in several cases. For this purpose we introduce the following assump-
tions:

(1) we limit ourselves to the class of input functions for which we can
consider the velocity to vary linearly in the reversal region;

(2) for the open servosystem in the dead period of the output shaft we
take account only of the first largest time constant, corresponding to the
first conjugate frequency of the amplitude-frequency characteristic;

(3) in the time interval t I - t2, as a result of the smallness of this

interval and the large lag introduced by the rate stabilization, we consider
the turning momentto vary in accordance with the law of the preceding /5

interval (ref. 1).

The idea of the derivation of the computational formulas amounts to the

following. The error at the end of the dead time 8d is determined as the

algebraic sum of the error 80 and the increment of the input action during

the dead period. The dead time td is determined from the condition of the

motor-turning moment reaching the value equal to the moment of the static

friction.

The maximal increment of the error after the dead period is determined

by a study of the maximum of the expression for the error increment obtained,

taking into account the third assumption.

_ _Tproximate exoressions for the error 8d depend on the initial condi-

tions with respect to the error and the turning moment, i.e., actually on the

form of the input action.

The initial conditions with respect to the turning moment are determined

from the equation of equilibrium of the moments at the instant tO

: - (1)



where ¢ is the angular acceleration of the motor shaft;

J .is the moment of inertia of the motor, gearing and load, converted

to the motor shaft;

Mf is the kinetic friction torque converted to the motor shaft.

According to (i), we can write the conditions for the existence of dead

time

Jc - Mf < Mf0 ,
(2)

where is the static friction moment.
Mf 0

We present without derivation the computational formulas for the errors

and the initial conditions for certain input actions.

(a) Harmonic Input Action. The error at the end of the dead time is

8d = 60 + ain 0 totd +

ainot_
(3)

where 50 is the value of the error at the instant of time to;

ain 0 is the acceleration of the input action in the reversal region;

tO is the instant of stopping of the output shaft;

td is the dead time.

The time tO is determined from the expression

2_:_od

to = _ (4)m 360

where _d is the value in degrees of the phase-frequency characteristic of the

closed system for frequency _.

According to figure 2 the expression for 60 has the form

60 = 6_ + 6M = 6ma x sin d + _6 - _ + 6M' (5)
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lut

0

Figure 2. Determination of initial conditions

with harmonic input signal.

where 8ma x and e6 are determined with the aid of the amplitude-phase charac-

teristic of the closed system with respect to the error;

' is the error at the instant to, without accounting for the friction6o
torque;

is the torque error.

The dead time td is determined by means of graphical solution from /6
expression

t' Jr _-n°KMt' l'_ 6oKM
-- 6T1 2T, . ___t =M fo--/_te,

(6)

where K M is the system torque gain;

T 1 is the time constant corresponding to the first coupling frequency
of the amplitude-frequency characteristic of the open system.

(b) Motion with Zero Initial Conditions (80 = O, M t 0 = O, tO = 0). In

this case

I

(7)

(8)
2

5



(c) Motion with Nonzero Initial Conditions. For the worst case_ when the •

system at the time tO is on the borderline of movement in the direction opposite

to the future movement_ the initial conditions will be

Mt°---- --Mf °; }
60 Mf o

-- KM ;

to =0,

(9)

and the dead time and the error_ respectively_

F 12TIMf o .td -= OinoK M '

(lO)

Mfo @_no'_ (11)
_d-- _-,_ + 2 "

(d) Reversal with Any Slowly Varying Input Functions. Looking for the /7

time tO corresponding to the extremum of Xout, we find that

tO = C I
(12)

where C I is the velocity error coefficient.

For precision servosystems we can set C I = tO _ 0

and then

where

_- (13)

_-noc_ (14)6 0 = __ + 6M,
2

Here C 2 is the acceleration error coefficient and td is found from (6) with

tO = O.

6



With very slowly varying input actions, when td is large, we can neglect

the third term in (6) and M t is completely determined by the friction torque

(this case is considered in reference i).

(e) Increase of Error after the Dead Period. As has been mentioned pre-

viously_ the solution is obtained by studying the maximum of the expression

for the error increment s which was obtained by taking the third assumption
into account.

The expression for the maximal increment of the error during the time

tM = t2 - tI has the form

6,m_ Oinotlt . + _ l_ °"J-n°KM / = 8-_nO),2r £tq + 2totd+ 9_ t'.,

where Kp is the coefficient of the mechanical transmission from the motor

shaft to the output displacement, and time tM is found using formula

t.. : K. (t_+te_ +- 28°OinO/] 1-}- 1-}-T1--_p[[ J-2tOtd-i---OinO] • (16)

The maximal error at time t2 is determined by the sum

Smax = 6d + 62max" (17)

The values of the error 62max calculated using (15) are somewhat high,

since the kinetic friction torque after the dead period was assumed constant

and equal to the static friction torque. In actua&i_y, as a resulb of the

decreasing characteristic of the friction as a function of velocity, the ac-

celeration of the motor will be accomplished more rapidly and the maximum

error will be smaller.

2. Reversal Errors Due to Free Play Between Motor and Feedback Sensor

In addition to the assumptions made previously, we consider all the

moments of inertia to be concentrated on the motor shaft. Using the same

/8

7



method for the derivation of the equations 3 we obtain the following expressions"

for the estimation of the errors due to the free play.

(a) Harmonic Input Action. The error at the end of the dead time is de-

termined by expression (3) except that in place of time t d we must substitute

dead time td_ , corresponding to the takeup of the free play and obtained by

graphical solution from expression

K_ [ ain_ t, + _mt....___Zots + %t,] __2A,
?'1 L 24 6

(18)

where Kv is the figure of merit of the servosystem;

2_ is the value of the free play.

We find the initial values of tO and 60 from section 1.

(b) Slowly Varying Input Action of Any Complex Form.

graph (d) of section l, in this case

to_ O,

ain 0 C2

80 = 2 (torque error equal to zero by condition).

According to para-

Taking into account (13), the error is determined by the expression

(19)

where

¢ 48T1A= --aC,+ 9C + r-7  o
(20)

(c) Startup. The most unfavorable case of startup is when the motion

begins with the free play not taken up. This also includes the case of very

slowly varying input actions.

Considering that the initial conditions 60 = O, to = 0 correspond to
both cases, we obtain

8



8dA: ain012 (215

where

td_' = Ko_ m (22)

(d) Errors after Takeup of Free Play. During the time of taking up of the

free play, when the system is open, the error increases more rapidly than with

tracking in the closed condition. Therefore, the movement of the output shaft

after takeup of free play begins with higher acceleration and velocity than would

be the case at the same moment of time in the absence of free play.

Here two cases are possible: (i) the velocity and the acceleration of the

output shaft are equal to or greater than the corresponding values for the input

action, and (2) these values are smaller for the output shaft than for the input
action.

In the first case, the error accumulated at the end of the dead period/9

will also be the maximal value of the error in the region of the takeup of free

play. For example, this will be true during reversal. In the second case, the

error will continue to increase after the dead period, but will never reach a

value greater than in the absence of free play. This case is observed with

startup and small values of free play. With large values of free play the

maximal value of the error will occur at the moment of termination of the dead

period.

3. Reversal Errors Due to Simultaneous Action of Free Play

and DryFriction in the System

In addition to the assumptions discussed above, we consider that (1) all

moment of inertia is concentrated on the motor shaft, i.e., on one side of the

free play; (2) the friction torque is fully concentratedon the output shaft,

i.e., on the other side of the free play. Under these assumptions the reversal

process takes place as follows.

Prior to the instant of stoppage of the output sha1"_ everything L_k_ 91ace

just as in the presence of dry friction only (section 1).

After the instant of stoppage of the output shaft, i.e., after time to,

there can arise the dead period tdl , due to the fact that the motor shaft

begins its motion in the opposite direction not instantaneously, but only when

the turning moment reaches a zero value. The processes taking place in this

period are described by the equations considered in section l, with replacement

of Mfo by zero. Therefore, the condition for the existence of the dead time tdl

according to (2), is written in the form



J¢-Mf < O. (23)"

On termination of the dead time tdl (or at the instant t O if tdl = O) there

begins the dead period tdA due to free play. Expressions of section 2 are valid

for this period, with the difference that the initial values will be determined

by the final values of the preceding period, i.e., by the moment of time tdl

depending on dry friction.

On termination of dead period td A the system enters a new period, charac-

terized by the appearance of the dry friction load and by closure of the servo-

system. Assuming, as before, a linear variation of the turning moment on this

segment or, what is the same, a linear variation of the acceleration of the out-

put shaft (aoutl) and also taking account of the retarding action of the moving

friction torque, which we consider to be constant (aout2) , we obtain the result-
ant acceleration

aout = aout I aout2 = ain 0 Kv/T 1 (t' 0 + tdA ) t + aout0- Mf/JKp, (24)

where t'0 = t0 + tdl and t is measured from the instant of termination of the

dead period tdA.

Depending on the values of the parameters appearing in (24), we can observe

qualitatively different processes of the movement of the output shaft

(i) aout0 - Mf/JKp _ ain O.

In this case we observe only a temporary reduction of the acceleration, not

accompanied by a reduction of the velocity and increase of the error. The i_

maximal value of the error will correspond to the termination of the period

td A

- Mf/JC <
(2) aout0 P ain 0 •

Here we observe a reduction of the velocity of the output shaft, but not

to complete stoppage. The error will increase, reaching the maximum 6ma x at

the instant of time tM (counting from the instant of the beginning of the move-

ment of the output shaft)

6max = 60 + A6d I + A6dA + A6M' (25)

i0



_here A6dl is the increment of the error during the dead period tdl;

A6dA is the error increment during the dead time tdA;

A6 is the error increment during the time t M.M

A8M = ain0t0tM + Mf/2JKp t2M - ainJvt0/6T 1 (26)

t. -_ JKpainoKvto 1 -t- 1 -t- _ \ Mf ] (27)

where t" 0 = to + tall + tdA;

(3) aouto - Mf/JKp < ain O.

In contrast to the preceding case, the reduction of the velocity of the

output shaft continues to full stoppage.

The error increment during the time tM1 , i.e., during the time of movement

after is determined by expression
td A,

,, 2

A6d (t) : ain 0 t 0tM1 + Mf/2JKp t_ - ain 0

t!

K v t 0/6TI t 3 , (28)5
where

Mf _ aout0 JKp. (30)

After stoppage of the output shaft all processes in the system will be

subject to the formulas considered above (section 1), in which as the initial

conditions we must substitute the final values of the preceding segment.

ll



Figure 3. Correction circuits; C, circuit;

PI, phase indicator; M, motor; TG, tach

generator; A, amplidyne; res, response.

(ii_

The maximal value of the error is written

6max = 60 + 86di + A6d A + A6M 1 + A6d 2 + A6M2'

where is the error increment in the period of slowing of the output shaft
A6±M. at the moment of complete stoppage;

12
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A6d2 is the error increment during the time of the second dead period
caused by dry friction;

ASM2 is the error increment after the second dead period due to dry
friction.

60, _6dl , _6d_ are the same as in equation (25).

4. Correction Circuits Yielding Small Reversal Errors

As mentioned above, the error bursts in the reversal region are observed

with an immobile output shaft, when the system is open and has considerable

inertia. We evaluated this inertia by time constant TI, which corresponds to

the first conjugate frequency of the amplitude-frequency characteristic of the

open system. Normally TI lies in the range of 5-10 sec.

It follows therefore that the error in the reversal region can be reduced

by reducing TI, i.e., by expansion of the low-frequency region of the amplitude-

frequency characteristic. However, this is a difficult problem, associated

with the stability and the factor of merit of the system.

The most rational method is the use of stabilization circuits, such that

there is a change of the structure of the open system with stoppage of the out-

put shaft. The idea amounts to the fact that with an immobile output axis there

would not be any signal of the stabilizing rate feedback, which is precisely

what introduces the high inertia necessary for stability of the system. Am

example of such feedback is tachometric feedback. While the output shaft is

immobile, there is no damping action of this coupling, and the torque on the

motor shaft rises practically instantaneously, since the inertia of the forward

loop usually does not exceed hundredths of a second.

As a rule, this method of stabilization with high gains leads to insta-

bility of the inner loop in connection with nonsatisfaction of the condition

necessary for high gains: the order of the equation describing the portion of

the loop enclosed by the stabilizing device must not exceed by more than two

the difference of the orders of the numerator and the denominator of the /13

operator of the stabilizing device (ref. 2). This condition is more easily

satisfied, if the motor is not included in the stabilizing feedback.

To obtain a sufficient gain and small reversal errors we can use both

forms of stabilizing feedback, introducing a minimal (necessary for stability

of the inner loop) intensity of that not including the motor.

Figure 3 shows correcting feedback circuits as applied to a drive with

an amplidyne amplifier. Table i presents experimental data taken from a servo-

drive for a machine tool with programed control, developed by the Institute

of Automation and Remote Control of the Academy of Sciences USSR, together with

the MOSNKh (Moscow 0blast Sovnarkhoz).l

IV. I. Simonenkov aided in preparation of the experiments.
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Table i shows that the best results were obtained with circuits 2 and 3-

For them the reversal errors are lower by a factor of four than, for example,

for circuit i, where the feedback does not include the motor. Circuit 3 also

differs from circuit 2 by the presence of a small amount of rate feedback, not

including the motor, which permitted bringing the response up to 400 sec-I

rather than 200 sec -I. Circuit 4 is a tachometric bridge.

The circuits shown are not the only possible variants, but are presented
as an illustration.

l°

°
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DYNAMIC ACCURACY OF MACHINE TOOLS WITH PROGRAMED CONTROL

B. I. Andreychikov

i. Statement of the Problem

Metal cutting machine tools with programed control belong to that _14

type of device whose purpose is the provision of a given relationship between

individual spatial coordinates with a definite accuracy, while time enters into

the reproduction process only as an intermediate parameter (ref. i).

By accuracy of reproduction we understand the shortest distance from any

surface given in the program to the surface obtained in the processing. The

accuracy requirements can be formulated (ref. 2) as

= ] Pin (x, Y) -- Pout(X_, Y_) ] _ _o, (i)

where Pin (x, y) is the given surface;

Pout (Xl, Yl ) is the obtained surface;

60 is a constant which characterizes the surfaces equidistant to

Pin (x, y) beyond whose limits the obtained surface Pout

(xI, yl) must not go;

8 is the reproduction inaccuracy.

The dynamic reproduction accuracy also depends, in addition to the trans-

fer functions of the servosystems of the machine-tool feeds, on the form of the

given surface Pin (x, y) and the law of its variation with time Pin (t).

Knowledge of these factors permits computation of the error at every point

of the surface. However, in the general case this calculation is excessively

cumbersome and is not suitable for practical use.

The following assumptions and limitations are introduced for the purpose

of analysis and computation of the reproduction accuracy with an approximation

acceptable for practical purposes and with acceptable complexity.

i. We replace the analysis of the accuracy of reproduction of 3-

dimensional details by the analysis of the reproduction of their sections. The

16
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errors introduced in this case are quite small, since the machining of a 3-

dimensional detail is usually accomplished by "lines" or along a spiral line

with small pitch.

2. We consider the plane contours and sections of 3-dimensional details

to consist of straight lines and circular arcs. This assumption is valid, since

we can always approximate, if not the entire contour, at least its most difficult

portions with sharpest transitions by angles and arcs of circles of small radii,

without introducing significant errors in the analysis of the dynamic accuracy

of the servosystem.

3- In order to specify a definite temporal dependence we shall consider

that with operation of the machine tool in rectangular coordinates, the /15

movement of the tool along its trajectory takes place with a constant tangential

velocity, and with operation in polar coordinates the rotation of the stock is

performed with a constant angular velocity.

2. Typical Part Profiles and Corresponding Input Functions

For the purpose of standardization of the analysis of the dynamic accuracy

and for the comparison of the dynamic qualities of different machine tools using

programed control with one another, it is necessary to have some typical pro-

files of the parts or typical portions of a profile, which will reflect suffi-

ciently closely the most difficult portions of the part profile from the point

of view of dynamic accuracy, and still will be sufficiently simple for calcu-

lation and experiment.

As a typical profile for the operation of a machine tool in rectangular

coordinates we take a profile similar to that shown in figure l, which repre-

sents all possible combinations of segments consisting of straight lines and

circular arcs.

The characteristic portions of the typical profile are presented in table

1
l, which also presents the corresponding typical input functions of the indi-

vidual servosystems with the assumption of constant tangential velocity of the

center of the cutting tool.

As typical profiles for operation of a machine tool in polar coordinates

we also take the straight line and a circular arc rotating with a uniform

angular velocity. The various variants for _his cas_ a_ p±e_e_ted mn .....

2,1 which also shows the corresponding typical input functions for the lateral

feed servosystem.

Figure 2 shows the input function for item I of table 2, where w = 2.09

rad/sec; R = 60 mm; L 1 = 46.2 mm and L2 = 42.5 mm. The graphs of the input

functions for the remaining points of table 2 are similar in form.

1

See tables 1 and 2 in appendix to this article.
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Figure i. Typical profile of detail for machining in

rectangular coordinates, i, Cutter; 2, trajectory of

center of cutter; 3, detail contour.

a, mm/sec 2 L, ram; S, mm/sec

960- 320
i

I

I
8qo: 280

I

360- /201

zqol- ool

120" _101

0

-120

-2qO

-360

/ /
/

320 360
(deg)

Figure 2. Input functions for operation in polar coordinates.
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3- Technique of Calculation of Steady-State Error with
Machining of a Circular Arc

Table i shows that the input functions with respect to the individual
coordinates for machining of the circular arc with constant tangential velocity
are harmonic. In this case the outputs of the servosystems with respect to the
individual coordinates also vary, following a harmonic law; with identical fre-
quency characteristics the amplitudes of the outputs and the phases with rela-
tion to their inputs will also be identical. Consequently the resulting con-
tour will also be a circle, but with a radius differing in the general case
from the radius of the given circle. By the accuracy definition given in
section l, the difference of the radii of the given and resulting circles is
then the reproduction error.

Considering that the frequency of input action is determined by the magni-
tude of feed S and the radius of the given circle R,

® : (2)

we obtain the expression for the error as a function of S, R, w

(3)

where l_D(je)l is the amplitude-frequency characteristic (afc) of the closed _17
servosystem.

As follows from (3), the error on the contour for a given R depends only on

the afc of the closed system, while the phase-frequency characteristic (pfc) can

be anything.

The steady-state error of reproduction of the circle can easily be deter-

mined from the nomogram representing the family of characteristics R = S/w for

various values of S (fig. 3)- On the nomogram we plot the calculated or ex-

perimental afc of the closed system, from which for frequency % determined

from the given values of R and S from the family of characteristics, we find

the value i is I_ (jw) l, which, multiplied by R, supplies the looked-for
error.

±_....._ _v__--_-_ +_ c_t_,o_......... lhe familv of errors, as is done in figure 3

for a given afc. Such a family of curves presents a complete picture of the

steady-state errors with reproduction of a circular arc for a concrete servo-

system.

. Reproduction of a Straight Line in Rectangular
Coordinates

With the reproduction of a straight line inclined at the angle _ to the

x-axis (fig. 4), the errors in the individual coordinates in the steady-state

regime of movement with constant velocity become

19



6x Sx S= COSa
Dx Dx

6u Sv S-- = _ sin a,
Dv Dv

where S is the feed along the straight line; D is the factor of merit.

(4)

q

13

I5

sec -0.3

Figure 3- Nomogram for computation of steady-state error

with machining of circular arc in rectangular coordinates.
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• From equation (4) it follows that with Dx = Dy, the straight line being

reproduced coincides with the given straight line, i.e., the error on the
contour is zero in spite of the presence of errors in the servosystems in each
of the coordinates (fig. 4, 1 and 2).

5. Calculation of the Errors with Sharp Breaks of the
Profile (Rectangular Coordinates)

We see from table i (No. IV-VII) that the input functions for the sharp
breaks in the trajectory of the motion of the cutting tool are characterized
by a velocity jump. Consequently the calculation of the errors in the indi-
vidual coordinates is reduced to determining the reaction of the servosystem
to velocity jumps.

The error in each coordinate will consist of the steady-state and transient
components

(t) = AS IT, (0 -I- C,1,

where AS is the velocity jump;

CI is the velocity error coefficient;

Tl(t) is the component of the transient process with unit velocity jump.

Since the steady-state components do not give errors on the contour rep-

resenting the straight line (section 4), it is necessary to consider only the

transient component of the error, which will be in the region of the sharp
breaks in the tool trajectory.

The transient component of error Tl(t ) can be computed, for example, from

the equations and coefficients given (ref. 3) for the group of limit amplitude-

frequency characteristics (lafc) of the open system.

Frequently the reaction of the system to a unit jump in position will be

known from calculation or experiment. In this case use can be made of the

familiar relation from the theory of automatic regulation, connecting the

components in terms of the sequential derivatives

T,,(f}= IT._,(1)dr, (6)

where Tn(t ) is the component of the transient process with a unit jump of

the nth derivative in the input action;

Tn_l(t) is the same for the (n-1)th derivative.

A9
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X

Figure 4_. Error in reproduction of straight line in

rectangular coordinates.

From (6) it follows that the component of the transient process with the

velocity jump is an integral curve with relation to the component of the tran-

sient process of the system with a position jump.

For an approximate determination of the error with a velocity jump we can

make use of the connection between the error and the system bandpass obtained

in reference 3 on the basis of experimental data (for a definite group of

transfer functions of the servosystems), namely; that for any system (of the

indicated group) the maximal value of the error with a unit velocity jump is

equal to approximately i/_c_ where w c is the cutoff frequency of the lafc of

the open system.

On the basis of this discussion we can write the approximate value of

the transient component with a single velocity jump

Tx(y)max _ i/w c - CI.
(v)

The transfer from errors in individual coordinates to the error on the

contour is easily performed graphically.

6. Calculation of the Errors with Complex Input Functions

(Polar Coordinates)

With machining in polar coordinates_ the error on the contour is the

result of the angular error in the rotational movement of the stock and the

linear error in the translational movement of the stock or of the cutting tool.

The angular errors with rotation of the stock at a constant velocity lead

to rotation of the entire part as a whole through the magnitude of this angular

error without introducing distortions in the form of the part. For a whole

series of parts this does not cause any error and affects only the mounting of

the stock from the point of view of excess material. However, for parts in

which such a rotation constitutes an error because the positioning of the

section is associated with some basic surfaces which are worked on another
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• machine tool, we can easily introduce a correction for the constant angular
error, for example, by meansof displacement of the feedback sensor.

In connection with this analysis, it is the translational errors which are
of interest. From a consideration of the input functions presented in table 2,
we see that severe demandsare madeon the translational servosystem from the
point of view of velocities, accelerations and the higher derivatives, _20
which undergo sharp variations.

In view of the complexity of the input functions, the calculation is not

so relatively simple as in the case of the rectangthlar coordinates. In prac-

tice, the reproduction errors are comparatively easily computed only with slow

rotation of the stock, when the input functions of the servosystem can be con-

sidered to be in the class of the slowly varying functions, and when we can

use the method of error coefficients (refs. 4 and 5).

For more rapid rotations of the stock it is necessary to have recourse to

simulation. It would probably be useful to construct nomograms for the compu-

tation of the dynamic errors with application to the input functions of table

2, and the typical transfer functions of the servosystems similar to the way

this was done for the case of the basic dynamic indices in refs. 5, 6 and 7.

. Connection of the Error on the Contour with the

Error of Translational Motion for Operation in
Polar Coordinates

In the final analysis we are interested not in the error in the trans-

lation i movement of the cutter, but in the error on the contour, i.e., in the

distance from the contour obtained during reproduction of the program to the

given contour. As a rule the error on the contour will be smaller.

I!j ! IA!

a

• o

g_ M " " "

b c

Figure 5- Relation of contour error to cross feed error.

a, For straight line; b, for circular arc with center of

rotation on side being machined; c, for circular arc

with machining on opposite side from center of rotation.
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On the basis of figure 5 we can write expressions relating the error on

the contour with the error in the translational movement of the cutter:

For the section in the form of a straight line

= l in l; (8)

l = (R+__m)lctg l-  lcos l ; (9)

where the plus sign before m corresponds to the angles e > 180°_ the minus sign

corresponds to angles e < 180 °, and equality of m to zero corresponds to passage

of the axis of rotation through the section (table 2, I).

For the section in the form of a circular arc with inside machining /21

6k = R -- Re + V/-62 + (R_ -- R) 2 + 26 ]/(R_ -- R) 2-- (R_ -5 m)' sin 2

6 + V (Rt --R)2--(Re -Fm)_ sin 2 (*
_' -I=l-arctg

'i'k : _ (Re i m) I sin = I

(zo)

(ll)

For the section in the form of a circular arc with outside machining

8_ = R + R, -- I/6' + (R_ + R)'--9.6]/(R: + R)'-- (R_4- m)'sin'_ ;
(le)

= I=I V(R,-I--R)2--(Rc"l"m)2sin':--6
-- _ + arc tg (R_ "+"m) I sin = I (13)

In equations (10)-(13) the plus sign before m corresponds to the location of
the axis of rotation of the section on the outside of the arc_ the minus sign

corresponds to location on the inside of the arc, and m = 0 corresponds to

location on the section itself.
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TABLE 2

I

Typical profile segment and rotation axis location

Tool displacement as function of

profile rotation angle

!
l

bD

°_

H
H
0

! m

bD

r-_
U]

]FOR -- arclg R_ _ m _<z a_ :tg R--
L1 _ _ L1 "

/..... )
(On

Maximal velocities

and displacements

I V'+(R)'

region boundary)

D

lCK _ _ FOR

arctg R _ _t _ _ -- arctg.R--.
L] _ _ L,_

R
lc_'=- sin_ FOR

- arcigR__ = _ -- ardg R__
L2 L1 "

_"l (D

bD

-rq
q2_
.r-[
r-t

O-_=rolling

Typical

.... tgL_]_< = = o)l_<arctg L_ :

/ sin 2 ¢t
__ __\

SoO= -- toLl[ sina +.I/-/R _'- _;.2 | ;

cos2_ sin=2_ __ '_
aoe=--to'L ...... _- r''/If(v,'_:R_-sin2 = _-,4[,RL Y" ' ]a/,/.t_) ..... J :

input functions

..... t'g_/__<= =tot _. 4-,arctg_.:

( ,,.2_ )¢ -= taL. sinm-- _ It-R\= _:_,_ ;

cos2_ sinS2_ )ao_=_otL,(--cos=+V R , r',-\

R R
arctg _ _ = = _t _<_ -- arctg-_

R
CK sin _I ;

s _ -- ¢OR c°$ _
CK Sil_ _ t_ '

a = _o*n (_ + _ c°s:_" /

s_ + arc tgR--_< = = (_t _< -- ardgeLE:

4_ Rsin =¢t ;

cos ¢I

scK= to Rs- _- _ ;

sin ¢t sina _1 "

CK = sliding
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TABLE 2 (Continued)

II

Typical profile segment and rotation axis location

i

Tool displacement as function of

profile rotation angle

Maximal velocities

and displacements

h0

O

r_

r_

,__,._( ..... + V_;-s' .... )
R+m R--m

FOR -- arct_ 7* <_ ::1_ arctg Lt

R--m R+m

FOR _ -- arctg_ _< a _< n + arctg L2

al=a ' 2 --arctg ; R,=_ ;

...... 2 + arCtcmL_2 ; R_=_.

1 =R--m
CK sin_ FOR

R--m R--m

L, _ = _ _ -- arctg L_

lcK=__ R+m FO_
sin ¢_

q : _ -_aZ?¢.-Z_

Typical input

I SM*XI= _'(R--m)

[*--1

(On region boundary

(e -m_

functions

.H

H

o

r-i

_ R4-m R--m
arclg'_7---= _<_ =_t_<arctg Li

/o6 = L:, ( ..... Jr |./R_ -- s n" c_t );

--mL3 / sinaL -k _sin 2_tSo_

2 V R_--sin_ a.

/t -- arctg _. a = tot _ a + arctg - _ :

1o6-= L, ( ...... + ],fR: --sin' ¢l,

So6 = _oL_(sin or=-- _.. V_,lsin 2 ¢_,

cos 2 at ;in _ 2 ct t )_o_.... _,( ..... + V_I-_J_, _ _[_-_"'_, 1_/_- "

R--m R -m

arctg _ -_ a = to t _. n-- arctg -- L_. :

-- . --o(R--m cosa
I_., - _, s,., : s--_.

| . COS°- Ct

cos 2 =s sin _ 2=_ _

R+m R+ot.

,'t + arctg _ _.a = tot _, -- arctic ---Ll--"

I_= R+m _o(R+m) cost* ;
-- sin_ ; SCK == sin 2 ct

/t
2 cos_ a \

aCK _ -- CO' (R + m) ( _:-ZT_ -1- l_
sin' ol / "
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Typical

TABLE 2 (Continued)

Ill

profile segment and rotation axis location

_S

//

-- 4-- ¢z

bD

I_ L, =2R_'sin_,= _n _Tl
-_ _--- =,,.4 z

H

O L, = 2 R csin7 = T--,==_+_--:,,

(Re -- R) sinT, (Re t R) slnT,

"4

"H

Tool displacement as function of

)rofile rotation an_le

'_[. .....V',_-_!_-s_n_=l_,_ . ,
(R c -- R) sin T2

no .......¢:@_-R)'--2(R_-R)R_os_,+R,'<
T..)

(R_ -- R) sin"h
_< = _< arc sin

1/(Rc-- n)'--- 2(Rc-- R)R°co__, + R_"

N
O
l>

O
[D

,.c:,<(..... s.=)
(R_ + R) sin _

arc sin

i/(R_+ _),--"(R_+ R)R_ms"a+n_

(R c + R) sin 72
¢ _< arc sin

]/ (R_+ Ry -- 2(R_+ R)RccosL-+ R_

Maximal velocities

and displacements

[Scx. _a_Axl = _ R ¢ a
a j_-[-_-aT_a t -,

_W) - '_

_ ,tIRe--R\'_ I =

_" _"'[(T) "J+""-":
- R ' ='- i

(R c -- R) sin Tl(-.I

Convex, same equations re-

placi_ (% - R) _y (_o+ R)

Typical input functions

a

O_

Concave (== =,):

,.,.=R l_=-./_R_-R i"-s,:=i ;
" ct V\ R_ : ,

( ,/ ..... )Scx._ =_R c --sine+ 2 [ Rc --NlZ--sin_m ;

t [, R_-- R,-" I '.

t' _ ' /

Convex (== =,):

( ¢/R_+R'= '
4xc=Rc - cos¢_-}- _--/ --sin_m|;

" \ Rc .! /

sin

Rc+R */ 0<os_<,[(_i-s,o.<,l+si.._=,'_
a_,.<=_-"R_/co_=___ tt < / j |

| I i Re+R\" Is_ I-

t _lt T) _s,.,<,j )

R c = convex

CK. K = sliding concave

CK. C = sliding convex
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bD

-r4
H

O
p_

.H
R_
.H

_3

TABLE 2 (Continued)

IV

Typical profile segment and rotation axis location

as in I where

• ct == -- col nL arcsln-- FOR[31_ _ ;
Ll Li

(R c 'y -- R.) sin Tt (R c -- m) sin T,

arctg (R e _ rn) -- (R e -- R) cos 'h _al : wt _n -- 71 -- arctg (R e H- R) -- iN c -- m) cos "ft "

R smT_ _-_;a Rc sin T2 _ n
Ll= _/(Rc--mP--Z(Rc--m) /¢cC°S'r=H-R_: a - --cz=+arcsin " " WOR[_'o =Jt--a_--arcsin__FOR_.=-_;

c L= " 2 L_. " - '2

(R c -- m) sin 7_ (R c -- R) sin "D.

T'+arctg(R¢-I- R)-- (Rc--m) cos_z <a,: ,,,t:_x--arctgiR _-m)-(R c-R)cos'r_ "

Tool displacement as function of Maximal velocities

profile rotation angle and displacements

(Rc -- R) sin 'L_
FOR-- arct_ (Rc rn)_(Rc__R)cos_t _-_'_

(R,.-- R) sin T_
arct_ (R c _ trt) (Re R) cos _a

I>

o
r.D

( +"/"Io¢.¢=(Rc--m) --¢os=t !- \R-_t, --sin"-a)

(Re -- m) sin Tl
FOR-- T_-- arctg(R c -k R)-- (R_ -- m) cos*h. _ a _<

(Re -- m) sin T=
T= -t- arctg (Rc -h R) -- (Rc -- m) cos1"_"

la¢_.,M_x =_°" (R_--m)/Vl-a=-

-- R -- R _- I:,n •

WHERE (Rc -- R) bin TI (_)

a= ]/(/,,_R)__2(R ¢_R)(Rc_m) cos7t(_)+(Rc--m)""

Convex_ same equations re-

placi - +

Typical input functions

.H
q_
-H
r4
b3

Concave (=......n:

_cx. K u_(R c --m) • sina { , Rc --Rt_

ac_. K= _o=(R,. --m) --cosa-I [R,. -- R\"- 1:'"-' "

tkkT-_j si,,'-' c_

Convex (_=,,,o:

' \R c _m) '' - sin'-' ;

.....
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TABLE 2 (Continued)

V

Typical profile segment and rotation axis location

----7-.

All as in IV for _l a _ and _2 _
2 _, replacing (Rc - m) by (Rc + m).

lo

.

.

.

.

.

o
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DISSIPATIVITYIN THELARGEOFA THREE-DIMENSIONALNONAUTONOMOUS
NONLINEARAUTOMATICCONTROLSYSTEM

T. G. Babunashvili

i. Statement of the Problem

In the analysis of automatic control systems (ACS)we encounter sys- /22

tems whose phase trajectories have the following properties: in the system

phase space there exists the bounded_ open set M I which contains the coordinate

origin (which is assumed to be the point of the equilibrium state of the ACS)

and the bounded set M 2 which contains the set MI, such that each trajectory

passing at the moment of time tO through the set M I will not leave the set M 2

for all t > tO (stability in the Lagrange sense (ref. I)); moreover, there

exists the number T > to, such that each trajectory "embeds itself" completely

in the set M I for all t > T (dissipativity in the large (ref. 2)).

Shirokorad (ref. 3) found the conditions for the existence of this prop-

erty of the phase trajectories for a definite class of three-dimensional non-

linear nonautonomous ACS with constant parameters. Using these conditions we

can determine the above mentioned sets (the analysis problem). The method can

also be used in the synthesis of ACS having the property of dissipativity in

the large.

In the present paper we study the question of the dissipativity in the

large of a three-dimensional ACS described by the equations

;_+A(t}i(+B(t)p.=O; # .= f (,_); ,_ = ky-- V,,

where

k

are the system coordinates;

is the regulator transfer function;

is the control parameter;

is an essentially nonlinear class AI function (ref. 4);

IClass A includes functions, piecewise continuous with a finite number of dis-

continuities of the first kind and which satisfy the conditions f(o) = 0 with

I_I _ _. and _f(_) > 0 with l_I _ _.. Here G. is a fixed nonnegative number

which characterizes the zone of insensitivity of the regulator to changes of _.
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A(t), B(t) are time-dependent object parameters; •
A(t), B(t) are bounded, continuous, positive functions in the interval

0<t<+_.

In the considered case the question is complicated by the presence of
variable parameters. The given ACShas a very complex structure of the phase
space, since its forms changewith variation of the time. In this work we /23
show that the method developed by Shirokorad can be applied to systems with

time-varying parameters with satisfaction of the conditions of the 01ech theorem

(ref. 5) for A(t) and B(t).

We encounter problems of this sort in the theory of automatic regulation of

those systems for which there exists the so-called starting regime. We will

clarify this by an example.

We consider a symmetric finless rocket with a cruciform arrangement which

is controlled by means of an exhaust jet rudder and an elevator and by spoilers
in roll.

The rocket jet of a solid motor provides (as a result of the coriolis

effect) sufficient natural damping of the rocket about its lateral axes. For

this reason the signal of a rate gyro, which determines the artificial damping

of the rocket, is not introduced into two channels of the autopilot (rudder and
elevator).

In the course of the launch period (from the instant of release to the

engagement of the guidance system) the rocket is not guided--the guidance sys-

tem is not connected. However, the autopilot, of course, operates during the

launch period as an automatic control system. As will be shown below, with

sufficiently high natural damping and if the autopilot actuator satisfies cer-

tain definite conditions (these conditions are satisfied with sufficiently

powerful hydraulic actuators), in the course of the launch period comparatively

large deviations of the system coordinates are possible, which will not permit

engagement of the guidance system. At the end of some time T the system co-

ordinates will vary in limits (the set M1) which will permit engagement of the
guidance system.

Thus, during the launch period the autopilot, although it may not provide

stability relative to the launch line, will at the termination of a definite

time bring the system coordinates into such a state (the set M1) that it is
Oossible to _uide the rocket at the termination of the launch Deriod.

In operation of the system it is necessary to know both the possible maxi-

mal deviations of the coordinates and the time T at the end of which the guid-

ance system can be engaged. 1 Because of the system symmetry it is sufficient

to consider one of the channels. For definiteness let us take the elevator
channel.

1For example, knowing the possible deviations of the pitch angle, we can con-

struct the region which the rocket will not leave during launch.
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If we designate t_e time-varying coefficients of the natural damping and

the effectiveness of the exhaust jet control surface by al(t) and a3(t) , re-

spectively, the equation of motion of the rocket about its lateral axis Oz I

will have the form

i) + a_ (t) _ + a3 (t) 6 -- O, (i)

where al(t) and a3(t) are continuous bounded positive functions in the interval

O_t<+_.

is the angle between the longitudinal axis of the rocket and the launch

line (for the sake of simplicity it is assumed that there is no roll oscilla-

tion and that the O_ I axis lies in the horizontal plane);

6 is the angle of deviation of the exhaust jet elevator surface from the

neutral position.

The autopilot elevator channel is described by the equations /24

o=f(_); _=iO--_, (2)

where i is the gain with respect to the angle 6 (i > 0).

We are required to show that the nonautonomous, nonlinear, three-

dimensional ACS described by the system of equations (i) and (2) is dissipative

in the large in the Massera sense (and, consequently, is Lagrange-stable in the

positive direction).

In addition, we are required to determine the time T, the open set MI,

which in our case is represented in the form of the parallelepiped

--r_(_<d<d--2_r, lei<r, I¢l<r (e_ and d-2 are numbers (3)

and the set M2_ which is represented in the form of a sphere with the center

coinciding with the coordinate origin and having the radius R_ such that

62 (t) -t- _2 it ) + t_* (t) _/?2 for alJ_ t _ to.
(4)
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"2. Problem Solution

We represent the systems (i) and (2) in the form

(5)

and assume that the damping coefficient al(t ) is so large that the Olech condi-

tions (ref. 5) are satisfied_ namely, there exist the negative numbers

_,_k-,<k,<_, such that the roots %l(t) and %2(t) of the algebraic equation

_' (t) + a, (t) _ (t) + a_ (t) i = 0 (6)

satisfy the inequalities ij<l,(t)_- i and _,<l,(1)<X_ for all t _ to, where t O

is the moment of separation of the rocket from the launcher. Without losing

generality we can assume that tO = O.

Let us assume a priori that the function _(t) is known on the time seg-

ment [0, _. Then we integrate the first of equations (5)_ using the Olech

theorem (ref. 5). We obtain the expression

t t

_(t) = C, exp I _,(_)dT -{- C, exp S _, (T) dT Jr
0 o

t t

, °,,,,,,]o.(,,o(,,,,
_,(_)--h (x)

(7)

where _,(T) and _,(T)_ according to the 01ech theorem, satisfy the inequalities

and

k,< _i(T)<i,, k,< _,(_)<_ when 0<T< Jr oo, (8)

C, =. e (o)_,(0)--_ (o) C,= _ (o)--e (o)_,(o)
_.(o)--_,(0) ' _,(o)--_,(0)
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Differentiating both sides of (7), we obtain the expression for _ (t) /25"

t t

(_(t) = C,_,_(t) exp I _'' ('_)d'_ -1-C_,. (0 exp I _'' ('0 dT --
0 0

t t

t exp I _x ('c) d'_.as (T).a ('_)d,: t exp ! _,s(T) d'_.a, ('_)_'(_1 d,:-,,,,)S* S_,_(T)--gx (T) "1-g2 (t). g2 (T)--_,_ (T)
0 0

(9)

Making use of the limiting inequality (8) and assuming that the initial

point of the trajectory P0{o(0), @(0), 6(0)} belongs to the sphere with center

coinciding with the coordinate origin and with the radius r, from (7) and (9)

we obtain the estimates

where

1_(t)l< _(m,-+ _;) _n_ (t)l < _(,,,-+ to-),

(2 -- ).s- _,x) 1
///,= " t'l.=

m

x....,(_,.._,-- i) + x..._,(_x,-- t) t
"T-'

,,__;. (, ,), 2;. ,• _ _ °_ ° _ = _ °

_" max I _ (t) I ; as = borne sup a3 (t),
when _t_ when t:;,o

(10)

where r is subject to determination.

Now let us assume that function f(o) satisfies the conditions of refer-

ence 4.

There exists a sufficiently large r > O, such that the roots of the

equations

i (m_ _-ka,) = f (_x); i (n(o nu 1._3) = f (_2),
(ii)

where _0 and _0, corresponding to w = r, and

lie in the interval [--r, r].

Moreover_ these roots satisfy the inequalities

r r r -- •

¢_._0 and _2_0 with m = -r,

(12)
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_en, if _,_(0)<_,, then

a,<_(t)<a--_when t>0. (13)

Let us prove this by contradiction. Let us assume that the inequality

(13) is not satisfied. Then the following two cases are possible.

1. There exists a minimal _0, for which _(¥)= _--2and _ (r--)>/0. But in

this case, usi_ the second of equations (5), the second inequality t__±u; and

the assumption relative to the function, we obtain the contradiction

2. There exists the minimal _>0, for which _)= o_ and _ (o_<0. We /26

obtain the contradiction

(_) = i_ _) -- f[_ (TS] > i (-- nr + lo_) -- [ (_-_ = O.

Consequently, (13) is satisfied.

From inequalities (i0) and (13) it follows that each positive phase tra-

jectorypassing at the instant of time t = 0 through the point p0{_(0),_(0).6(0)),

lying wi%hin the parallelepiped (3), is found in the sphere with radius
1

[ ( Vl vR = r (m.i+l)_-}-(n.i+l)_+\.-_/] with t > O.

This property is termed stability of the phase trajectory in the positive

direction (ref. 1).

Now let us show that there exists T > 0, such that as soon as t > T, the

ph_ b__j_Lu_'y r_) will r_main in Lhe pa_'_ii_i_pip_d _r_**_,±± _ul_**.

There exist the numbers ¢i > 0 and ¢2 > 0 for which the inequalities

/'--Z1 . }

_-_' <_'<_-_< _.---r-'k.i

k.i --

(15)

t

are satisfied, which follows from (12).
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Let us write a more exact limiting condition for O(t) and O(t)

-- imr .exp (-_2" t) -t- ik_ _ _ (t) _ ik_x + imr. exp (_'2" t); (15)

-- inr. exp (L_. t) q- ika2 < _ (t) _ i. k. _ q- imr. exp (_. t); (16)

t In im---L inequality (15) takes the form 10 (l) l _ r,, if
with the value of l_----_-- el

1 In inr
we take account of the first inequality (14), and with the value t_-- -_- e--£_

inequality (16) takes the form [_(t)l<r , if we take account of the second ine-

quality (14). Of the sets ex(O<e1<r--k_) which satisfy the first inequality

(14), the upper bound of the sets corresponds to the value t = TI, at which the

coordinates of the system O(t) begin to appear in the open parallelepiped, i.e.,

the inequality l_(t)l<r begins to be satisfied.

Thus; substituting the value of the upper bound of the set ¢i in the

formula for t_ we obtain the value

t imr

T1- _ In r--kT1 (17)

Using similar reasoning we obtain the value

t inr
r_ -- in - , (18)

Q_ r _ k_ 2

at which the inequality I_(t)l_r begins to be satisfied. Let us denote by T

the larger of TI and T 2. Taking account of inequality (13) and this last in-

equality, we can write: --r<_,<a(t)<-8,%r, [_(t)l<r, 16(t)l_r with t > T with

the condition al<o(O)<_l, lO(O)[_<r and l (O)l%r.

Thus, if the velocity characteristic of the control surface actuator /27_

satisfies conditions (Ii) and (12), the given automatic regulation system is

stable in the sense of Lagrange and Massera. Then, using equation (ii), we

determine the ensemble of sets r_ _2 and _2' i.e., the sets of the parallele-

pipeds. Further, starting from the system operational specifications_ we
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Figure I. Rocket launch safety region Q.

select r (from the set rmi n _ r _ rmax). After selecting r_ using_ the equation

for R we determine theLvalue of the maximal deviation of the coordinates, i.e._

the value of R. Then, usir@ the inequalitylO(t) l<R , we can construct the

region in which the rocket will remain with motion in the vertical plane.

Actually, since @(t) is the angle of deviation of the rocket axis from the

launch line, by drawing two lines at the angles R and -R relative to the launch

line (fig. i), we obtain region Q, in which the rocket will remain until en-

gagement of the guidance system. By variation of the launch line we can elim-

inate foreign objects from region Q during the launch period. Further, using

equations (17) and (18) we determine the values of T I and T2, the larger of

which will be T, i.e., the time at the end of which the guidance system can be

engaged.

Thus, knowledge of the value of R, more precisely the region Q and T, is

necessary in order to ensure launch safety.

In conclusion we note that this theory can be related not only to the

particular case of the rocket, but also to any ACS (refs. 6 and 7) whose equa-

tions can be reduced to the form (5).

i.
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STUDY OF AN OPTIMAL SYSTEM FOR CONTROL OF FLYING

SBEARS FOR A JOBBING MILL

B. B. Buyanov

The theory of optimal systems, receiving extensive development in /28

recent years (ref. 1), which provides for maximal speed of response with limi-

tations on certain parameters has found successful application in the automa-

tion of various processes. One of the examples of the use of an optimal system

is the automatic device developed at the Institute of Automation and Remote

Control of the Academy of Sciences USSR for the control of the drive of the fly-

ing shears of a jobbing mill.

The flying shears are installed at the end of the rolling line and shear

off the rolled metal into strips of the required length. The electric drive

for the shears continuously rotates a drum carrying the shears and is synchron-

ized with the last stand of the mill by a tachometric circuit. Without the

optimal system the shears simply perform a measured cutoff of the rolled stock.

Since the leading edge of the rolled metal is flattened, in order to remove the

low-grade leading edge portion the entire lot of section metal, after cooling

and baling, has 200-300 mm of the end cut off on a cold-cut shear, which leads

to prohibitive loss of metal. Thus there arose a need for the creation of an

automatic controlling device which would provide for a measured cutoff of the

leading ends which were being discarded. The new system control must be optimal

in speed of response, since it is necessary to cancel any errors in the very

short time which is determined by the distance between the last mill stand and

the shears, and also by the rolling speed. Increase of the time for elimination

of the error can lead to reduction of the rolling speed and consequently to re-

duction of the mill productivity.

The controlling portion of the optimal system for the drive of the flying

shears must solve the following problems:

(I) determine the mismatch in the s_stem at the instant of the e_t nf _h_

leading end of the stock from the mill rollers;

(2) transmit the controlling signal to the shear drive circuit;

(3) determine the moment of change of the sign of the controlling signal;

(4) turn off the controlling signal at the end of the transient period.

The principles of the construction of the controlling devices for the fly-

ing shears' optimal system have been considered in references 2 and 3.
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Let us recall briefly the purpose of the primary elements of the circuit
(fig. 11. For the determination of the error, use is madeof the photorelay PR
and the integrator I with the travel switch TS. At the instant of illumination
of the photorelay the electronic timing relay TDRbreaks the integrator input
circuit and the travel switch circuit. At the output of the integrator the
voltage is stored proportional to the distance traveled by the shears from /29

the instant of convergence, i.e., the system error. Variation of the delay of

the time-delay relay TDR regulates the length of the first piece of metal.

The drive control unit DCU transmits and changes the sign of the control

signal to the electric drive of the shears. The computer unit CU performs the

determination of the instant of switching of the control signal. The voltage

at the output of the computer is proportional to the portion of the mismatch

which has been eliminated. Since the static torque of the drive is quite low,

the switching takes place at the instant of generation of half of the stored

error. Turnoff of the control action is accomplished by the electronic null

relay NR at the instant of equality of the velocities of the shears and the

stand rollers.

The optimal control system was tested on the flying shears of the "240"

jobbing mill of the Chelyabinsk Metallurgical Plant (CMP). A preliminary in-

vestigation was made of a similar system on a physical model. The real time

constants of the motor and generator were retained in the modeling of the power

drive on the low power machines. The system was well tuned. The nature of

the behavior of the transient processes during the error elimination was close

to optimal (fig. 2).

From the oscillogram, which presents the variations of the speed n, the

measurement distance S, and the motor current I with differing values of mis-

match, we can see the good quality of the current diagram. The steep current

rise (about 0.i sec)_ the small overshoots, the stability of the value of the

current for a period of 4 sec, the similarity of the shape of the current curve

during deceleration and acceleration provided for high accuracy of the elimina-

tion of the error.

A special circuit was used for the measurement of the effective travel for

different amounts of mismatch. When the steady state velocity was sufficiently

high so that the elimination of the maximal mismatch was accomplished without

reversing of the drive, the accuracy of the determination over the entire range

did not exceed _i percent of the measured cut, which with a strip length of /30

12 m amounts to _12 cm (in the present case each convergence of the blades cor-

responds to a measured cut).

The flying shears of the CMP "240" jobbing mill have certain peculiarities

in their design. Figure 3 shows the kinematic diagram of the flying shear ar-

rangement. The upper drum i of the shear rotates in bearings on a movable

frame (not shown in the figure) and is somewhat raised. Therefore_ with rota-

tion of drums i and 2 at the instant of convergence of the blades, there remains

a gap between them which is sufficient for free passage of the strip, and no

cutting takes place. The eccentric shaft 4 is connected with the upper drum by

means of a gear. The latch 5 is freely seated on the shaft 4 and with rotation

of the shaft it performs an oscillsting movement.
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Figure i. Block diagram of control portion of optimal system:

i, generator; 2, motor; 3, shears; 4, roll motor; 5, photorelay;

6, rolls; 7, amplidyne; 8, shear tach-generator; 9, rolls tach-

generator; 1% drive control unit; ii, computer; 12, limit

switch; 13, electronic timing relay; 14_ integrator; 1% null

relay.

During two revolutions of the drums the latch makes a complete cycle in its

movement_ which corresponds to 3 m along the length of the circle described by

the edges of the lands.

With every convergence of the blades the latch is located in the upper or

lower position. Cutting is possible only in the lower position of the latch.

The electromagnet 8 must be engaged in order to make a cut. This electromagnet

draws in the core and by means of lever 7 rotates the small link 6_ which with

the roller on its lower end firmly presses the latch to the flat surface on the

shear frame. Since the drums and the eccentric shaft continue to rotate, the

upper drum together with large link 3 and the mobile frame are dropped by the

magnitude of double the eccentricity and close up the gap between the blades.

The blades converge at this same instant and the cut is made.

The cutting instruction is transmitted from the cutting circuit so that the

nominal length of the metal strip amounts to 25-30 m. However, the travel switch

closes with each convergence of the blades, and therefore the maximal measure-

ment distance of the system does not exceed 3 m.

A salient feature of the testing of the experimental installations under

industrial conditions is the inadmissibility of interruption in the production
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Figure 3. Kinematic diagram

of flying shears.

process. Therefore an experimental c_rcuit I (fig. 4) was assembled and debugged

for the testing of the optimal sy_ _em _ in parallel with the present system for

the control of the drive of the flyingshears. The transfer from the present

system to the experimental system was aebomplished with selector switches.

Let us examine the circuit of the flying shear drive which was used /31
in the testing of the optimal system. The dcmotor (21 kW, ll0A, 1500 rpm) is

eoutro!!en 11_ng _ g_tor-motor system. The motor excitation current is not

regulated. In the circuit of the excitation winding EWwe included the no-field

lockout relay NLR, which disconnects the system in case of an open circuit in

the motor excitation. The additional resistors AR and 1AR, as well as the maxi-

mal current relay MCR, are connected in the main circuit of the GM system.

1V. A. Kovtunovich, F. S. Balakin and I. Ye. Barbner of the Chelyabinsk Metal-

urgical Plant automation laboratory participated in this work.

he numbers of the diagram correspond to the numbers of the contacts of the

LN-1 disconnect plug used to connect the noted points of the circuit.
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Figure 4. Diagram of drive for flying shears, lj Motor
exciter winding; 2, motor; 3_ intermediate relay; 4j to

circuit; 5, generator exciter winding; 6, overspeed relay;

7, mismatch limiting relay; 8, maximum voltage relay;

9, no-field lockout relay; lO, timing relay; ii_ tach-

generator shear; 12_ transformer; 13j transistorized
amplifier; 14, time-delay relay_ 15, drive control unit;

16, tsnh-generator roll; C, contactors; PR_ photorelay;

CR, overcurrent relay; AE, additional resistors;

G, generator.
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The main circuit current feedback voltage is taken from the resistor IR.

The maximal voltage relay MVR is connected across the terminals of the generator.

The winding of the generator exciter WGE is supplied from the reserve

amplidyne A (3CR). In order to reduce the time constant of the WGE winding cir-

cuit the additional resistor 5AR is connected in series with it. The amplidyne

is protected from overloads by the overload current relay 3CR_ whose normally

closed contacts break the transverse circuit of the A_ if the armature current

exceeds the permissible magnitude.

The control windings of A are used in the following way. The AI-A2

winding--the speed winding--serves to synchronize the speed of rotation of the

shears with the mill speed. The control signal is applied to this winding

during measurement of the error. The speed winding is connected to the /33

difference of the voltages of the tach-generators of the motors of the rollers

TGR and the shear TGS through the transistorized amplifier TA. The winding bl-

bl--current winding--serves to limit the main circuit current in the transient

regime (proportional current feedback).

The magnitude of the current of the main circuit is established by the

controllable resistor 3CR. The winding bl-B2 creates a negative proportional

feedback with respect to the voltage of the A, which reduces the lag of the A.

The winding gl-g2 is both driving and stabilizing. As a driverit is connected

to the voltage of the tach-generator TGR through the divider 17AR-18AR, which

permits the variation of the relation between the speed of rotation of the

blades and the speed of travel of the metal in the direction of either having

the metal lead or lag the blades. The stabilization looPS are adjusted so that

the damping action of the transformer ST retards the motor acceleration process

as little as possible and at the same time is sufficient to suppress the oscil-

lations arising in the system.

The shear motor is energized from the switch IKwhich energizes relay 3B.

The driver winding is connected to the voltage of the tach-generator TGR and

the input of the transistorized amplifier TA is connected to the difference of

the voltages TGR and TGS. The switchings in the circuits of the control wind-

ings of A in the transient regimes are accomplished by an automatic control
device.

During the time of debugging and testing of the optimal drive control sys-

tem, improvements and changes were made in the circuit. Thus; after the first

trial cuts of the leading end it was found that the speed of the motor after

_!i_o_ o_ the error did not always return to the original speed_ since

the hysteresis of A and the generator has a strong effect because o_ the ±ow

gain of the speed feedback. The transistorized amplifier TA shown in figure 4

was developed to eliminate this deficiency. This amplifier increased the system

gain and the accuracy of maintenance of the speed of the shear motor.

The functional circuit of the amplifier is shown in figure 5. The ampli-

fier operates into a low-resistance load (i0 ohm) and has a linear input-output

characteristic. The load current varies from -1.5 to +1.5 A with a change of

the input signal of ±1.5 V. A feature of the operation of the amplifier is that
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Figure 5. Diagram of semiconductor amplifier.

during startup or shutdown of the shear motor the total voltage of the /34

roller tach-generator TGR is applied to its input in the present case on the

order of i00 V. Therefore, the input circuit of the amplifier has a somewhat

unusual form. The current stabilizers serve for the limitation of the triode

base currents with high voltages on the amplifier input, while the diodes D24

in the base circuit prevent breakdown of the triodes, since their reverse re-

sistance is significantly higher than the base-emitter resistance of the triode.

The speed control system had a tendency to oscillate. Stable operation of

the system in the transient regimes was achieved by increase of the stabiliza-

tion and some deterioration of the duty cycle of the current diagram. After

these changes the rise of the motor current to the maximal value

Ima x = (1.3-1.4)Ino m lasted for 0.3-0.4 sec (fig. 6).

As indicated by the tests, the time for the measurement of the maximal

mismatch, equal to 3 m (two revolutions of the blade drum), was 2.6 sec with an

acceleration corresponding to the current Ima x = (1.3-1.4)Ino m. In order to

provide the time of 2.6 sec necessary for elimination of the maximal mismatch

with a metal speed of 5.5-6 m/sec, the photorelay was moved close to the exit

finishing mill stand (about 15 m from the shear). However, even with these

conditions there was no time margin for the regulation of the length of the

leading end with _he aid of the delay of the time-delay relay TDR (fig. 4).

With this relatively poorly debugged drive it was decided to carry out

tests to clarify the capabilities of the optimal system and to determine the

deviations in the length of the cutoffs of the leading ends (accuracy of the

system).

The quantity of the tests was limited, since the rolling on the finishing

stands is performed simultaneously in two strips and the flying shears have

two cutting systems and two pairs of blades with a common electric drive.
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Figure 6. Oscillogram of transient

process in optimal system.

In order to avoid breakdown during the time of measured cutoff of the strip in

one filament with measurement of the mismatch for the other filament, the /35

testing of the optimal system was performed with rolling of the metal in only

one filament, which reduces the productivity of the mill. Tests of the system

for accuracy of the cutoff of the leading end were performed for two differing

relationships of the velocity of the strip and the metal. With a fixed adjust-

ment of the control device we obtained a mean scatter in the length of the

leading end of _120 mm. The maximal deviation did not exceed 2200 mm. In spite

of the low accuracy of the measurement of the maximal mismatch (3 m), the results

obtained satisfy the operational requirements.

Conclusions

The tests made on the optimal system for the control of the drive of flying

shears showed that the system satisfies the posed requirements. The system pro-

vides adequate accuracy of measured cutoff of the discarded leading ends of the

strips, which reduces the metal scrap. The accuracy of the system could be

improved considerably by means of improving the static and dynamic characteris-
ti_ of the drive. Tn an _hi_ it is necessary to increase the acceleration of

the system in the transient process, improve the shape of the current curve and

provide for strict maintenance of the speed during the measured cutoffs.
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ANALYZERFORDISTRIBUTIONCURVESOFRANDOMPROCESSES
IN THEINFRALOWFREQUENCYREGION

I. N. Bocharov

Introduction

Complexelectronic automatic systems used under production conditions /36

have received increasingly broad application recently. Under these conditions,

random electrical interferences (noise) have a tremendous influence on the

operation of these systems. In this connection there is increased interest

both in the Soviet Union and abroad in the noise problem, particularly the

study of the frequency and amplitude spectra of noise.

In addition, at the present time work is being done on the creation of

self-adjustable systems working directly in conjunction with random process

generators, which are used, for example, to generate random initial conditions.

In working with such systems we must know the basic characteristics of the

noise generators, including such characteristics as the distribution curves_

the autocorrelation and cross correlation functions. There are analytical

methods for the determination of all these relations, but they are all lengthy

and tedious and lack adequate accuracy.

During operation with automatic systems in the presence of input noise it

is frequently necessary by means of nonlinear transformations of the noise to

give the noise amplitude distribution a particular nature. In this case, op-

erational control of the transformation process is required, which clearly

cannot be accomplished with the aid of the existing methods of analysis of the

distribution curves.

The literature contains descriptions of instruments automating this process.

Thus_ reference i presents a description of an instrument intended for the auto-

matic analysis of the amplitude distribution of radar noise. The instrument

..... +_ _ +_ n_l ooo _s range The distribution curve of the noise applied

to the instrument input is drawn out on a recorder. This instrument has iuw

sensitivity and a considerable error (to 5 percent). However, the authors state

that their method has major advantages over the existing methods of analysis.

Reference 2 describes another instrument for automatic analysis of distri-

bution curves. The instrument operates over a very wide range of frequencies

of the input signal (from 0-i,000 kcp$ and has high sensitivity. However, a

major drawback is its complexity and high cost. Thus, the fundamental part of

the instrument is a special cathode ray tube which requires high voltage, and

complex video amplifiers are necessary.
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The instrument considered in the present report is intended for auto- /37

matic recording of the distribution curves. The instrument is of simple design

and has "an error of less than 2 percent.

Operating Principle and Block Diagram

The instrument is based on principles known from the literature (refs. i

and 4).

Every point of the distribution curve of an electric signal characterizes

the probability that the signal amplitude lies within the interval AU, which is

included between the levels U and U + AU (fig. i).

The distribution curve itself is expressed in the form of the ratio of

EAt (time that the signal is in the interval AU) to T (total time of observa-

tion). This ratio can be written in the form

ZAt u+AuT - P If (t)l d_,
U

(i)

where P[f(t)] is the probability density of the input signal;

t is the time during which the signal is between U and U + AU;

T is the total time in the course of which the interval AU is at

the level U (averaging time).

At the output of the instrument we obtain voltage E, which is proportional

to the ratio EAt/T; therefore from equality (i) we have

I/
U

dt

u +&u
• _at KE = _--T-= I P If (t)l df. (2)

U

/_(t)

i

I
At

T
At

I

Figure I
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• The structure of the block diagram of the instrument, i.e., the 3/38
operations which the instrument must perform, can be judged from equation (
In particular, the instrument must:

(i) slice out a strip of width AUat the level U relative to the zero level
in the input signal;

(2) transform the portions of the input signal included in the bounds of
the interval AU into a series of unipolar pulses of standard height and with

length proportional to the time during which the input signal intersects the

given interval;

(3) integrate these pulses;

(4) change the level from -U a max to +U a max;

(5) assign and maintain the time of integration T, and on termination of

this time return the instrument to the original position.

Figure 2a shows a block diagram and figure 2b a functional diagram of the
instrument.

The "shift" block is intended for shifting the input signal relative to

the zero level. It consists of a cathode follower with a capacitor connected

to the input (fig. 2b). With arrival of the clock pulse, the outer end of the

capacitor is connected by relay contacts to the output of the Ush block and is

charged to the instantaneous value of U; its other end, connected to the grid

of the cathode follower, is at the same time connected to the ground. On open-

ing of the relay the grid end of the capacitor is disconnected from the ground

and its outer end is connected to the input of the instrument.

The capacitor acts like a battery, introducing a constant component equal

to U into the input signal. In this case there will be a signal, shifted

relative to zero by magnitude U, at the output of the cathode follower.

Since the interval AU = • I/2AU is specified relative to zero, giving the

increment Ush with each clock pulse we can "look at" all levels of the input

signal from -U to +U
a max a max"

The AU block is intended for the 1"ormation oi Che interval AU. I L uu_1_i_h_

of two limiting germanium diodes DGTs27 and a cathode follower at the output
(fig. 2b).

The AU block slices a strip of width AU from the input signal. At the

block output a series of trapezoidal pulses arises, whose leading and trailing

edges are formed by the corresponding portions of the input signal crossing the

interval; the amplitude of this series is equal to AU. These pulses are applied

to the input of the "rectifier" block, which consists of a differential cascade

with cathode input.
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Here the leading and trailing edges of the trapezoidal pulses are trans-

formed into unipolar triangular pulses, equal in height and with areas propor-

tional to the time of intersection of the interval by the corresponding portions

of the input signal.

The obtained unipolar pulses are applied to the output integrator and are

integrated. The time of integration (averaging) is specified by the generator

of the clock pulses (CP Generator block) and is equal to the interval between
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clock pulses. With arrival of the clock pulse the voltage E at the output of

%he integrator is reset to zero, and U simultaneously receives the increment

AUsh in the Ush block.

Thus U varies stepwise in time. The duration of each step is equal to the

interval between the clock pulses, i.e., the averaging time, in the course of

which there takes place the determination of the probability, more precisely,

of the quantity proportional to the probability that the signal is at the given

level.

This quantity is precisely the voltage E obtained at the output of the

integrator before the arrival of the foll_ir_ clock pulse.

If the analyzer output is applied to the vertical plates of an oscil- /40

loscope and as the horizontal scan we use Ush , we obtain on the oscilloscope

screen a series of vertical lines separated from one another by AUsh and pro-

portional in magnitude to the probability that the input signal is at the given

level. The envelope of these lines is then the distribution curve.

With recording of the output signal on a single-coordinate recorder, Ush

must vary linearly, otherwise the shape of the distribution curve will be dis-

torted.

Instrument Accuracy

The accuracy of the approximation of the distribution curve obtained on

the analyzer to the theoretical curve depends on satisfaction of the require-

ments of the theory of probability, according to which the averaging time T

must tend to infinity at the same time that the width of the interval AU tends

to zero. However, the theory is applicable only to time-stationary processes,

while in the majority of cases the processes studied are not completely sta-

tionary, and with increase of the averaging time the errors caused by the non-

stationarity of the process increase. Moreover, with long averaging time the

drifts of the amplifiers begin to have an effect.

These considerations impose limitations on duration T. In our experiments

with the instrument the averaging time varied from i-i0 sec.

As for the interval AU, reduction of its width severely increases the de-

mands on the frequency properties of the circuit elements. Actually, with the

passage of a signal, a sinusoid for example, through the interval AU, a pulse

arises at the output of the "rectifier" block (fig. 2) with a duration equal to

the time of crossing of the interval by the input signal. It is easy to show

that this time is inversely proportional to the amplitude and frequency of the

input signal and directly proportional to the width of the interval.

Thus, other conditions being equal, the width AU is limited by the pass-

band of the circuit elements to which this pulse is applied. In recording the
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diagrams in our tests, AU was chosen equal to 3 V with a range of the input

signal of 120-140 V.

Furthermore, the accuracy of operation of the instrument depends on the

operation of the circuit elements. It follows from our statements that the

primary requirement on the circuit elements is a wide passband (in practice /41

from zero to thousands of cps with a frequency of the input signal up to I

kcps). In the instrument diagram we see that the primary elements which limit

the passband are the "rectifier" block and the "output integrator" block. The

remaining elements use cathode followers which have a wide passband.

The criterion of accuracy of operation of the instrument with differing

frequencies of the input signal was taken to be the identity of the distribu-

tion curve of sinusoids with the same amplitudes and differing frequencies.

It is easy to show that the probability density of a sinusoidal signal

does not depend on its frequency (other conditions being the same). In the

diagrams shown in figure 3 we see that at frequencies to I00 cps the distribu-

tion curves are completely identical (fig. 3a and b), while at 1,000 cps (fig.

3c) the curve, retaining its basic shape, is raised twice as high above the

Figure 3

56



.zero level. This rise of the curve is caused by the broadening of the inter-

mediate pulses while they retain the amplitudes resulting from the self-

capacitance of the circuit elements (primarily the vacuum tube diodes). With

further increase of the frequency of the input signal, there begins to be

distortion of the shape of the curve, caused by the frequency characteristics
of the circuit.

Figure 4 presents a graph of the distribution curves of a sinusoldal

voltage as constructed from equation (2) and as recorded experimentally, and

table 1 presents the corresponding values. The analytic distribution curve

of the sinusoid according to equation (1) has the form

(3)

where K is a constant coefficient; A is the amplitude value of the sinusoid.

Equation (3) is valid as AU _ O.

Figure 4 shows that the experimental and theoretical curves are in

good agreement, with the error A not exceeding 2 percent of the theoretical

value of Fsl n at any point in the range of variation of the ratio U/A up to
0.8.

l
l

l
i

\
\

Fain

_ex_

00.Z 0._ O.60.8 1.0
U/A

Figure
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TABLE i

Param-

eter

U/A

Ftheor

Fexp

Value of parameter

I i I

00.1 0.2 I0.3 I 0.4 ! O.D 0.6 I 0.7

i i l.OSil.O_l i.o911.161 1.25JI.4

i 1 1.Olll.031 1.071 1.141 1.271 1.42

o.8 o.9 1

1.67 2.3

1.78 2.72 -

18.3 -

Experiments

On the first prototype model of the instrument we verified the possibility

of recording distribution curves of differing shapes and frequencies of the

input signal in the range from 0-I_000 cps. Distribution curves were recorded

of sinusoidal signals (fig. 3) and also of random processes.

For the recording of the distribution curves of the random processes we

made use of the noise generator described in reference 3. This generator the-

oretically gives noise with a Gaussian distribution of amplitudes and a uniform

frequency spectrum from zero to several cps. Figure 3e presents the distribu-

tion curves of the random processes obtained with this generator.

In addition to the distribution curves of the noise from the generator

output_ we also recorded the distribution curves of noise which had been sub-

jected to various nonlinear transformations. In addition to the distribution

curves of the slnusoidal signals mentioned above, we recorded the distribution

curves of certain other regulator signals whose distribution curves are easily

calculated, namely triangular and sawtooth curves with truncated lower

vertices.

In all cases the obtained distribution curves correspond to the theoretical

curves with adequate accuracy.

Conclusions

An instrument has been developed and tested for the recording of distribu-

tion curves of random signals. Tests of the instrument showed that it provides

for rapid (1-5 min) recording of the distribution curves with a deviation from

the theoretical curves not exceeding 2 percent. Verification of the accuracy

was made using sinusoidal distribution curves.

The adequately high accuracy and the rapidity of obtaining the distribution

curves in comparison with the analytical methods give us the possibility of op-

erational control of the sources of the studied processes for obtaining distri-

bution curves of a specified shape.
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The performance of this instrument can be improved by better circuit
elements.
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OPTIMAL CONTROL OF SYSTEMS

A. G. Butkovskiy

At the present time the development of automation has reached the /43

level where the functions of the human operator controlling a system are in-

creasingly performed by automatic control. The determination of the function

of the control, and the specification of the fixed program are performed so

that the system will operate optimally in some sense, for example, will yield

the highest productivity, will have the highest efficiency, will produce a

product with minimal cost of production_ etc.

Along with the maximization or minimization of some parameter, the oper-
ator must also take care that certain constraints are observed; structural,

technological and others. For example_ in order to minimize the time for the

heating of the charge in an open-hearth furnace it is necessary to supply the

furnace with the greatest amount of fuel; however, raising the temperature above

some definite limit leads to melting of the furnace lining and may put the fur-

nace out of commission. Again, in the production of rectified spirits in a

spirit column, an excessive abstraction of spirits will cause the spirit strength

to fall below the specified value.

The human operator controlling a system is faced in the general case with

the difficult problem of how to vary the control parameters and how to specify

the regulator settings in order to maximize or minimize some process index,

while a whole series of other parameters and indices must remain within certain

set limits. Such control of a process requires considerable experience and a

high level of skill on the part of the operator.

The modern science of control, or cybernetics, has already posed the prob-

lem of transferring the complex control functions to a controller which will

control the system in the best (optimal) way under all operating conditions.

In order to control any sysiem--a furnace or a rolling-mill stand, a chem-

ical or nuclear reactor, an aircraft or an automobile, a ship or a rocket, we

must study first of all the system itself, i.e., we must know what will happen

to the output parameters of the system if we begin to vary the control param-

eters in a particular fashion.

Of coursej it is also desirable to know the exact quantitative relation-

ships between the inputs and the outputs of the system, to know the inequalities

and the equations which describe the behavior of the system. A quite extensive

class of controllable objects may be described by systems of ordinary
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_ifferential equations. The relationship betwee_ the _ input control param-
eters U13 U2, ..., Uk and the n output coordinates Xl, x2, ..., xn is given /_

in the form of differential equations

d--'/--= h (x_..... xn, U_.... , Uk). (i)

Knowledge of equations (1) permits the determination of the variation wlth

time t of coordinates xl(t), ..., Xn(t) , if the control is changed in accord-

ance with some law.

The more complex the system, the more output coordinates it has, the more

control parameters it has, the higher will be the order of the system of equa-

tions which describe this system. In practice we always strive to reduce the

order of the system of equations, reducing it to a minimum, for example, by

ignoring certain insignificant time constants. Even the severely simplified

equations of the system give an adequate amount of information about the system

to enable optimal control of the system.

In many cases the variable x n which must be optimalized (minimized or

maximized) can be written in the 9orm

Xo= 'I to(t. x, (t)..... Xn(t). U,(t).... . u,e(t))et.
t,

(2)

where f0 is some known function of the coordinates and the controls of the sys-

tem, where xl(t), ..., Xn(t), Ul(t), ..., Uk(t) are connected by equations (1).

Variational calculus, a branch of mathematics, gives us the differential

equations (Euler equations) to which the controls U1, ..., Uk must be sub-

jected in order to have the integral (2) maximal or minimal. Many practical

problems are complicated by the fact that some or all variables cannot go be-

yond certain specified limits. This is explained by the natural constraints

in the system (for example, when the handling capacity of a pipeline, speed of

rotation of a motor, angle of deflection of an aircraft control surface, de-

flection of a motor vehicle or ship control, etc. are limited).

Thus, we have the series of constraints

lU,(t)I< M,,..., Iu, (t)1< M,,,to< t < t,. (3)
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In the general case the cGntro_ vector U = (UI, ..., Uk) must not go beyond

the limits of someclosed region _.

The variational problem described above with constraints (3) is not resolved
in classical variational calculus. In the present formulation the necessary
condition for optimality is given by the Pontryagin maximumprinciple (ref. i),
which was discovered relatively recently. Wenote that the Pontryagin maximal
principle can also be used when the functions UI, ..._ Uk are not bounded. If,

however_ the functions f are continuous and twice differentiable with respect
to UI, ..., Uk, the maximumprinciple is equivalent to the Euler equation. The

essence of this principle amounts to the following.

Knowing the original system of equations (i) and the integral (2), we
composethe auxiliary system of (n + l)th order relative to the new functions
,o(t), ,,(t) ...., ,.(0

It

-"_t *"' i=0,1, n.
III--O

(4)

We further compose the function

n = hr (t, x, ..... x., *o, *, ..... ,,,, U, .... , U,)= _ ,,,fa.
Q_O

(7)

It has been proved that the optimal control parameters UI, ..., U k /45

must be selected so that at every fixed moment of time t, t O _ t _ tI with

fixed values of Xl, "'', Xn, _ "''_ _n, function H will reach its maximum when

the vector U = (UI, ..., Uk) varies in the closed region _.

Thus the maximum principle gives the possibility of finding the optimal

control as a function of Xl, "''' Xn' 40' "''' _n' t

U = U (xx.... , x., 9o..... 9., O. (6)

Substituting (6) into (4) and (i) we obtain the equation for all the optimal

trajectories Xl_ ..., xn. From this collection we must choose only that tra-

jectory which passes through the given initial and final points. For example,

while conserving the fuel in an aircraft, we must still get from one point to
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another; a weaponmust be pointed rapidly, but also must be pointed accurately
at the target.

The problem of optimal control has been completely solved in reference 2,
for a wide class of linear systems with real characteristic roots and a single
control action U, IUI _ M. This reference also presents the solution of the
problem of the synthesis of the optimal system of the given class. By the syn-
thesis of the optimal system we mean the finding of the control U = (U1, ...,

Uk) as a function of the vector x = (Xl, ..., Xk) , i.e.,

u : u(x). (7)

This function is found by the exclusion of the vector @ = (_0, @, "'', _n ) from

equations (i), (4) and (6).

The function U(x) = 0 forms in the system phase space a switching surface,

with penetration of which by the representative point of the system the control

vector U changes its sense.

Thus, knowing the function U = U(x) we can construct a computer which,

receiving at every instant of time t(t 0 _ t g tl) information on the state of

the system, i.e., measuring its coordinates Xl, ... _ x n generates the control

UI, ..., Uk •

Reference 3 describes the construction of an optimal servosystem con-

sisting of a sequential connection of t_o motors. In a power servosystem a

hydraulic servomotor is frequently selected as the second actuator. Making

use of the fact that the time constant of a hydraulic motor is tens of times

less than the time constant of an electric motor, we can neglect the time con-

stant of the hydraulic motor.

Thus, the order of the equation is reduced to third

Making use of the theory presented in reference 2_ the author determined

the switching function U = U(x) = 0, which was realized on an electronic com-

puter. Tests of this optimal system showed that the time for the transient

process was cut in half, compared to the linear control system. The optimal

system has little and sometimes no overcontrol.

Another practical application of the theory of optimal systems is given/46
in reference 4. It was required to construct an optimal system for the control
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of the electric drive for the flying shears of a rolling mill. The transfer

function of the drive is well approximated by a function of the form

K I I

g (p)= e-xp-_. The input action U is bounded in magnitude iUI _ M. Systems

with delay are not described by equations (i). However, even in this case we

can create a simple control which will minimize the time for the transient

process.

The theory of the optimal systems also considers the problems with the

condition that the system coordinates Xl, ..., x are not bounded. Referencen

5 presents constructions of optimal processes for linear systems of 2rid, 3rd

and 4th order, with account taken of the boundaries imposed on the system

coordinates. However, the solution of this problem is still incomplete.

The example of the practical application of the optimal control principle

described in reference 6 is interesting applying it to a periodic-operation

chemical reactor. This reactor is a part of an aggregate for the production

of margarine and other food products. Pure hydrogen acts on the initial prod-

uct in an autoclave reactor for the purpose of improving the taste properties,

improving the stability and raising the melting point. In the presence of a

catalyzer with a definite temperature and pressure, the hydrogen reacts with

the components of the initial product X and Y with concentrations x and y,

respectively, and transforms them into the different constituents Y and Z with

concentrations _ and z, respectively, according to equations

X+H2= Y;

X + H_ = Y;

Y+ H2 = Z;

Y + H_ = Z;

Y= Y;

Y=Y

(8)

with the reaction constants KI, K2, ..., K6, respectively. The kinetics of this

process is described, taking into account (8), by the system of ordinary dif-

ferential equations

dx "1

= -- (K_ + K_) x;
dy
a-T-- K_x -- (Ks + Ks) y + K4 y;

at -- K2x -- (K4 + K6) y + K6y;

x+y+z+_-= 1.

In the general case the coefficients K., i = i_ 2_ ..., 6 have the form
1

(9)
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ni e---hi / rKI = alp

where p is the absolute pressure in the reactor, T is the absolute temperature

in the reactor, ai, bi, ni are constants which depend on the catalytic activity,

the degree of mixing, etc.

It is obvious that we can influence the course of the reaction, other /47
conditions being constant, by pressure p and temperature T. For reasons of

simplicity we leave the temperature constant and control only the pressure. The

coefficients in equations (9) then take the form

K i = Ai pni

where Ai, ni are constants.

Another simplification is the condition that the concentration x can be

neglected, therefore (9) takes the form

d--i-= -- (K, + KJ y + K_;

d_
at = -- (r, + K.) y"+ Ksy.

(io)

The following problem was posed: find that relation of the variation of

the pressure in the reactor P with time t, p = p(t), such that the initial con-

centrations (Yo' YO ) are transformed into the specified final concentrations

(Yl' Yl ) after the shortest time t = tI - tO .

The Euler equations for this problem, nonlinear equations of the second

order, which gave the set of all optimal controls p = p(t), were solved on a

model with fast time scale. It was necessary to repeat the solution frequently

in order to select the initial value of the pressure PO = P(to), for which the

trajectory of the process y = y(t), y = _(t) passed through the points (Yo, YO )

and (v_. _. The result_n_ _n_ti_] v_In_ _ = _(%__ w_ t_n_m_ _n _h_

pressure control which maintained this value.

Since the mathematical relations (lO) approximate the process well only

for a small time interval, every five minutes with the aid of a special physical

analyzer with a computer, the new initial coordinates (Yo, YO ) are introduced,

and the initial value of the pressure P0 is found again. In each interval be-

tween computations the value of the pressure is maintained constant, equal to
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the initial value on this interval. The use of this method of control shortened

the process time by 23 percent.

Reference 7 considers the problem of the control of a chemical reactor for

the purpose of the best approximation of its operation to the optimal regime.

To the kinetic equations are added the heat transfer equations which character-

ize the thermal regime of the aggregate. The resulting nonlinear equations were

linearized in the vicinity of the steady-state optimal regime. The problem of

optimization was resolved by the method of dynamic programing on a digital

computer.

Let us turn to the optimization methods based on the prlnciple of the search

for the optimal regime of operation. Actually, if the dependencies between the

control and output coordinates of the system are not known, we cannot a priori

determine the optimal trajectories with which the optimum of any process index

is achieved. To start, let us assume that there is one control parameter UI

and one output coordinate xi, which we wish to maintain at the maximum, and we

do not know the static relation x I = f(Ul) , but we do know that the curve

x I = f(Ul) has a single maximum.

Let us assume that at the initial moment of time we are at the point

UI, x I = f(Ul) and that xI = f(Ul) _ max. We give an increment to U i (UI + AU I)

then we obtain the increment Ax I. If AU I is of the same sign as AXl, we must

continue to give an increment to UI of the same sign as AUI, otherwise we must

reverse the sign of the increment of UI. After a series of steps we again /48

obtain a change of the sign of the increment Ax I. This means that Xop t has been

passed, the transient process is terminated and the regime of "hunting" about the

maximum begins. The hunting is necessary in order to determine immediately the

displacement of the maximum of the function xI = f(Ul) under the influence of
distrubing forces.

This search method is termed stepping. There are other methods for the

search for the optimum of a function of a single variable: the method of peak-

holding, the method of introduction of special test signals. These methods are

described in reference 8. Instruments which automatically search out the

optimal regime are termed automatic optimizers. Optimizers with a single input

variable are finding ever-increasing application. They are already used today

to maintain the optimal fuel-air ratio in boilers and furnaces, for economy of

fuel consumption in internal combustion and jet engines, to maintain the optimal

regime of operation of radio stations, optimal speed of rotation of turbine

drills and for other purposes.
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• Here the optimizer finds a natural application, since it is impossible or

very difficult to compute ahead of time the optimal value of the input parameter

for all possible varying operational conditions.

In connection with the introduction of optimizers for the control of sys-

tems, there arise new problems of analysis of their operation. We are required

to calculate the parameters and the adjustment of the optimizer so that it will

operate stably, will search out the optimum in the shortest time and will main-

tain it most precisely.

It is obvious that these calculations can be made only after knowing

adequately the charac+_ristics of the system itself. The difficulty of the

analysis is that the problem is essentially nonlinear. With the introduction

of optimizers in practice, it was found that the operation of the optimizer is

significantly affected by the noise which is almost always present in the sys-

tem at both input and output of the system. The noise at the input of the

system must be detected, while the noise at the output of the system and the

input of the optimizer must be filtered out. In this case it is necessary to

repeat the test steps in order to be certain of the correctness of the result

obtained. However, the test movements cannot be continued too long, since

during this time the optimum may shift to a different position. This leads to

the problem of finding the optimal filter for the optimizer.

The presence of noise in the system prolorgs the process of search for the

extremum, increases the hunting. Therefore, special attention in references

9 and lO was devoted to the creation of noise-resistant optimizers.

The application of optimizers, therefore, requires a profound study not

only of the dynamic and static, but also the statistical properties.

In many cases the controlled system has several control parameters U =

(Ul, ..., Uk) ¢_, where _ is a closed region. It is required that a transi-

tion be made from some initial state U(to) = U0¢_ into another state Uop t _,

in order that some criterion F take an extremal value. For simplicity let

us assume that F(U) has a single optimum, for example, a maximum. There are

several algorithms for the search for the value U = Uop t for which F is
optimal.

If we follow the gradient method, by giving in turn the increments AU i to

each U i with the remaining parameters fixed, we find

OF _.. AF
,t=l, 2..... k.

i.e., the coordinates of the vector of the gradient of the function F.
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After this, each control parameter Ui receives an increment propor- /49.

tional to AF/_U. with the same coefficient of proportionality for all i = I, 2,
l

..., k. Furthermore, at the new point we again determine the gradient of F and

again take a step in the direction of this vector, and so on to the point

U = Uop t.

There is also the method of steepest descent, proposed by Kantorovich.

Following this method, we must determine grad F, and move in this direction

until F ceases to increase. At the point where F ceases to increase, we again

determine grad F and continue the motion along this new direction again until

F ceases to increase and so on, until reaching U = Uop t. Generally, the

Kantorovich method leads to finding the maximum more quickly than the gradient

method.

Reference ii presents a comparison of these two methods. It was found

that far from the optimum we should recommend the method of steepest descent

which leads to the objective more quickly, while near the optimum we should

shift to search by the gradient method, which quite accurately maintains the

already found optimum. These results were verified on an automatic optimizer,

which can search out the optimum of a function of 12 variables.

In the method of sequential variation of the input parameters, first one

parameter is varied, with the others fixed, until a partial optimum is reached;

after this, the following parameter is varied, with the others fixed, until

reaching a partial optimum and so on, until reaching the total optimum.

There is also the scanning method, in which the entire region _ of ad-

missible values is "probed" until the optimum of F is found. This method can

be useful when the function F has several optimums and is not a smooth function.

In the design and development of multichannel optimizers there are also

the problems of finding an algorithm which yields a stable, rapid and precise

search in the presence of noise at the input and output of the system, and with

the constraints imposed on the output coordinates of the system.

These complex problems still do not have general methods of solution; they

are far more difficult than the corresponding problems associated with one-

dimensional search.

The range of application of the multichannel optimizers is also being ex-

panded. Studies are now being made on the application of the multichannel

optimizers for the control of distillation columns, chemical reactors and for

the design of electrical machinery.

Multichannel optimizers for i0 or more variables can find wide application

as automata for the solution of variational problems, for example, using the

Euler method. The essence of the method is that the desired function or func-

tions Ul(t), ..., Uk(t) with to _ t _ tl, which must give the optimum of some
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.functional, can be piecewise linearly approximated on n intervals. Thus, each

function is defined by a set of n + 1 numbers and, consequently, the functional

is transformed to a function of (n + 1)k numerical parameters. Finding the

optimum of this functional can now be performed on an automatic optimizer with

(n + 1)k channels (ref. 12).

At the present time development work is starting on control systems which

combine in themselves systems for compensation of disturbances and for automatic

search. The construction of the compensation system presupposes the knowl- /50

edge of the equations describing the behavior of the controlled system. Knowing

the magnitudes of the disturbances, measuring them, we can use a model of the

system to determine that variation of the control action which will compensate

for the disturbance. Such regulation would give a zero error. However_ the

matter is complicated by the fact that the exact equations of the system, from

which we construct the model, are not known.

Even if the structural diagram of the model quite faithfully represents the

system, its parameters (time constants, gains, delay times, etc.) may not corre-

spond to the parameters of the system. Moreover, the parameters of the system

can change in the process of operation in the course of time. Here is where the

automatic search systems--automatic optimizers--come to our aid. The input of

the optimizer is the magnitude of some variable which characterizes the error

of undercompensation x(t), due to the noncorrespondence of the parameters of the

system to the parameters of the model.

As the magnitude of the variable we take one of the following expressions

tl ts

maxlx(t)l; Ix(t)Idt;Ix'(t) tet°"
ts_;t <t, ts t,

In the process of its operation the optimizer changes the model parameters

to minimize the specified variable. Reference 13 gives a description of such a

system for the control of the drives of a three-stand cold-rolling mill. The

requirement is to obtain strip with minimal thickness variation at the stand

output. The thickness variation is characterized by the function x(t) = S - s(t),

where S is the specified strip thickness and s(t) is the actual value of the

thickness at the moment t.

The disturbance is the thickness variation of the strip arriving at the

input to the stand. This thickness variation mu_t be com_n_t_ hy v_i_ion

of the tension of the strip between the second and third rollers. Variation

of the tension is achieved by means of variation of the ratio of the angular

velocities of rotation of the rollers of the second and third stands.

The compensating computer has the transfer function

KO )= T--7¥-i•
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As the optimality variable we take _x2(t)dt, whose magnitude is minimized by the

to

automatic optimizer by variation of the parameters T and T.

Reference 12 presents the general block diagram of such a self-adjusting

system. The controlling machine must consist of three blocks: the direct con-

trol block, constructed on the basis of some initial knowledge of the system

characteristics; the block for the determination of the system dynamics either

from the normal operation of the system or with the aid of special test signals;

these test signals are supplied by a third block. As data is accumulated on the

statics and dynamics of the system, the second block acts on the controlling

block. The entire process is realized by a set of defined cycles of programs

for a digital computer.

At the present level of development of automation equipment_ all these

control principles can be successfully applied for the control of concrete

systems.
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AUTOMATICOPTIMIZERFORTHECONTROLOFCHEMICALPRODUCTION
PROCESSES

B. G. Volik

i. Introduction

The optimization of production processes, i.e., that control which main-
tains as constant the extremumof someprocess index (cost, quantity or /52

quality of finished product, etc.), may be achieved in two ways: directly on

the system being controlled or on a model of the system with subsequent transfer

of the values of the controlling quantities to the real system.

The optimizer described is intended for the search for the ex_remum of the

quantity _ being optimized directly on the system by means of action on the two

control quantities Xl, x2, with the presence of the two boundaries H 1 (Xl, x 2)

and H 2 (Xl, x2).

Figure 1 shows the lines of equal values of _ and H1, H 2 in the plane of the

control quantities Xl, x2.

In the design of the optimizer, experimental and theoretical studies were

made of the characteristics of the most common chemical production processes

(distillation processes and certain catalytic processes), which are of impor-

tance for the construction of the optimizer scheme. These characteristics

are the following.

i. As a rule the extremumof _ (Xl, x2) for chemical production facilities

does not have a sharply expressed nature. This is explained by the fact that

in the designing of the processes all parameters are selected so as to provide

the highest economic indices. The necessity for optimization in such cases

can be due to the deviations from the established regime caused by some dis-

turbance, for example, by the variation of the composition of the raw mate-

rial, by change of the properties of the aggregates (deposition of some sub-

stances on the walls of the apparatus, variation of the catalyzer properties,
etc.).

The deviations of the composition of the raw material basically cannot

reach high values, if the production is sufficiently highly automated. The

effect on the optimal regime of the variation of the properties of the aggre-

gates cannot be accounted for by the usual regulation systems. The elimination
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_f even slight deviations from the optimal regime ca_ hav@ a major economic

effect.

2. The limits of variation of the control quantities Xl, x_ with the

search for the extremumof _ are bounded by the process parameter_ H1 (Xl, x2)

and H 2 (Xl, x2). This can be, for example, the quality of the finished product,

the temperature at some point of the process, pressure, flow rate, etc.

3. Long duration of the transient processes _ (t) with respect to /53

the control channels xI and x 2 (can reach several tens of minutes).

4. Extended stay in the "forbidden" zone (hatched in figure l) is not

permissible, since this may be associated with irreversible loss of valuable

products, with deterioration of the quality, with reduction of equipment

safety, etc.

5. We impose low-frequency noise, (1-10) l0 -3 cps, on the measured quan-

tities, which is due to the nature of the process and the operation of the

customary regulation systems.

6. In the automation of chemical production primary use is made of

pneumatic regulators and instruments.

Given these characteristics of the systems of chemical production, we

can establish the following requirements for the optimizer.

(a) High a_curacy of maintenance of t_eextremum. This requirement is

associated with the frequency of the disturbances which displace the point of

extremum, bythe inertia of the system and by the presence of noise. The

accuracy is higher, the longer the average duration of the period of the

disturbance which displaces the extremumwith respect to the duration of the

transient processes _ (t) in the channels _ and x2J and the stronger the
suppression of the noise.

Figure I

73



(b) The minimal _tayt_me in the "forbidden" zone.

(c) The possibility of wide variation of the program and the output data

of the optimizer. This is dictated by the presence of a large number of objects

with differing parameters.

2. Structural Diagram of Optimizer

Selection of Search Method. For inertialess systems it has been established

(ref. i) that the best accuracy of tracking of the extremumis provided by the

gradient method. However, comparison with the method of sequential stepping

search (Gauss-Seidel) for systems with high inertia in the case of two control

channels shows that it will not retain its advantage. The influence of the

noise, which cannot be completely suppressed, and the long interwals of time

between test steps in xI and x2 can lead to a considerable error in the com-
putation of grad % which determines the direction and the magnitude of the

working steps in xI and x in the direction of the extremumof _. Another cir-2

cumstance which limits the application of the gradient method is the impos-

sibility of escape from the "forbidden" zone along the gradient of H, since

an inadmissibly long time interval is required for the test steps for the

computation of grad H.

For our optimizer we have used the method of sequential stepping search

with a constant step (ref. i).

Structural Diagram of Optimizer. In essence the optimizer performs the

function of an operator which controls the process and operates on the sensors

of the regulators xI and x2, with the objective of achieving the extremumof _.

The presence of the usual regulation systems is dictated by the necessity _54

for precisely fixing the achieved values of xI and x2 and to smooth the local

disturbances in xI and x_. The optimizer circuit is built with electrical
elements. This does not cause major difficulties in the application of the

optimizer_ since it can be installed in an explosion-proof housing.

Figure 2 shows the structural diagram of an automatic optimization sys-

temwhich includes the following devices.

(i) The controlled object (0), by which we understand the object itself

and also the measuring instruments PI' P2' "'" Pn' HI' H2 and the usual

systems for the regulation of the individual process parameters.

(2) The pneumatic-electric (PE) and the electric-pneumatic (EP) trans-

formers, which are required for the connection of the optimizer with the pneu-

matic measuring and regulating apparatus.
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- (3) The computer (C), which determines the quantity being optimized %

which must be expressed in the form of adc voltage (0-i00 V).

If the quantity being optimized (for example, the yield of the finished

product) is measured directly on the object, the computer is the transformer of

the ac voltage U from the output of the PE into the dc voltage

_=kU.

For the case when the quantity being optimized is the ratio of the con-

sumptions of two products, it is convenient to make use of an electromechanical

divider, which does not require preliminary transformation of the ac voltage
into dc.

(4) The automatic optimizer. The elements of the optimizer have the fol-

lowing purposes:

(a) the averaging device (AD) smooths the low-frequency noise;

(b) the logic device (LD) (ref. 2) determines the direction of the /55

movement of the executive devices xI and x2 during search for the extremum;

(c) the executive device (ED) acts on the sensors of the regulators for

the control quantities xI and x 2 on command from the control block;

(d) the device for switching of the control channels (SCC). As has already

been noted, the search is accomplished alternately in the channels xI and x2;

therefore it is necessary to have an independent device for the performance of

this operation.

(e) the control unit (CU) which determines the operational regime of the

optimizer both in the search process and with violation of the constraints.

Figure 2
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3- The Pneumoelectric Transformers

At the present time our industry is producing pneumoelectric transformers

of the PPE-6 type, which are intended for telemetric transmission of signals.

The transformer (fig. 3) consists of the bellows i and the inductive

system 2 with the moving plunger 3. The secondary windings of the inductive

system are connected in opposition so that the output voltage U = EI-E 2. The

displacement of the bellows is transmitted through a system of levers to the

plunger. With a pressure of 0.627 kg/cm2 on the converter the phase is changed

by 180 ° (fig. 3, curve a). This shift is eliminated by shifting of the initial

position of the plunger so that with an initial pressure of 0.2 kg/cm 2 U _ O.

Consequently, with a change of the pressure from 0.2 to i kg/cm 2 we can obtain

a voltage U from 0-2 V with a constant phase (fig. 3, curve b).

The primary requirement on the converter is linearity of the characteris-

tic U = f (p). Experimental tests have shown that the deviation of the charac-

teristic from a straight line amounts to no more than 0. 3 percent of the con-

verter scale (2 V), which can be considered satisfactory in the present case.
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4. Averaging Device

The input quantities Pl' P2' "'" Pn' in addition to the useful signals,

also contain low-frequency noise, which in the final analysis enters into the

quantity _ being optimized. The quantity _ cannot be applied in this form

directly to the input of the logic device, since the probability of false

search would be too great. Thus we have the problem of suppression of the

noise, which in the general case can vary in frequency, and which excludes the

possibility of the use of a synchronous filter. The use of an aperiodic ele-

ment as a filter is also inadvisable, since excessive time is required for the

averaging, and this retards the search process•

The most acceptable unit is the integrator with time of integration /56

tin , which is a multiple of the average value of the period of the noise T
my

tin = kTav , k = l, 2, ..., n.

It is evident that the larger tin , the better the noise suppression will

be, but this leads to slowing down of the search•

tin = (2-3) T .
av

It is advisable to establish

For this purpose we select an electronic integrator (fig. 4) in the form

of a dc amplifier I with parametric compensation for the zero drift (fig. 4).

qn=
@

To minimize the parasitic leakage reducing the accuracy of integration,

we make use of the polystyrene condenser Cu = 1 _F. From the given values

Uin max = i00 V, _ max = i00 V and Cu = i _F, it is not difficult to determine

Ru, after first selecting the time of integration• Operational experience has

showu Lh_[_ th6 _^_w_ integr__to_ ooerates_ reliably with t_ _ 20 rain. Here

the accuracy of integration lies in the range of i percent of the scale (i00 V).

IDeveloped by L. N. Fitsner, A. V. Torgashin and K. B. Norkin.
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5. Logic Device /58

The logic device (ref. 2) realizes the stepping search principle. Its

function includes storage of the quantity being optimized, comparison of it

with the preceding value and determination of the direction of movement of the

executive devices as a function of the result of the comparison.

The logic device (fig. 5a) consists of the memory capacitor C 3 (polystyrene

condenser), the single-transistor P2b amplifier with relay output P01 (relay

PR-4) and the trigger P02' P0 3 with two stable states. The voltage Uin is

applied to the input. The polarity of the voltage Uin in figure 5 corresponds

to search for the minimum of _. When we apply to the input the voltage Uin2,

which is less than the preceding Uinl, the amplifier is saturated and the

relay P01 is not triggered. However, when Uin 2 > Uin I the relay POI is

operated, the trigger P02' P0 3 is thrown, and the direction of movement of the

executive device is established, corresponding to the search for a minimum.
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With search for the maximum of _ it is necessary to change the polarity of Uin .

at the input of the logic device by means of the switch PI" The sensitivity

of the logic device is about 1.2 V, which provides for quite high search accu-

racy.

6. Basic Circuit of the Executive Devices

The executive devices are intended for the variation of the control quan-

tities xI and x2 by the magnitude of the established step every time on command

from the control block. Each executive device (fig. 5b) is (ref. 4) an electro-

mechanical servosystem, consisting of an amplifier, a two-phase motor, a reduc-

tion gearing with i = i/I00 and the feedback slidewire _i" The output shaft

of this system is coupled by the electromagnetic clutch EMC (ref. 3) to the

output summing slidewire Rp2. With actuation of the relay P3 of the control

unit, first the clutch is engaged (as a result of the adjustment of the con-

tacts of P3 and the higher inertia of the servosystem) and then voltage Uy is

applied to the input of the servosystem. The output shaft of the servosystem

is rotated through an angle proportional to this voltage.

With deactivation of relay P3 the clutch declutches the shafts of the

slidewire Pp2 and of the servosystem, which is established in the initial

position. The slidewire Pp2 performs the functions of summing and storage.

is the driver for the electropneumatic converter, which acts directly on the

controlled system.

It

Voltage Uy passes to the input of the servosystems of the executive devices

through contacts 2P02 , 3P02 of the logic device_ which determines the direction

of the movement of each executive device during search, and through the con-

tacts IPT, 2P T of the device for switching the control channels, which deter-

mines the search for the extremumin the channel xI or x 2.

In case of violation of the constraints H I (H2) , the relay P4 (P'4) of

the control block actuates and the corresponding executive device takes a step

in the previously established direction, regardless of the state of the logic

device and the control channel in which the search is being conducted at the

given moment.
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• _he magnitude of the step can be established in the range from AR = 0 to
Pl

ARpl = Rpl/2 by variation of the magnitude of the input voltage _U'"and U'Y i

7. Device for Switching the Control Channels /59
When the extremum of _ is reached in one of the channels, control of the

optimizer must be switched to search in the other channel. The necessity for
transfer of control from one channel to the other also varies with violation

of the constraints during search in one of the channels. This operation is

accomplished by the device for switching the control channels (fig. 6), which

consists of a ring circuit (ref. 5) and a trigger composed of MTKh-90 triodes.

The moment of channel switching with search for the extremum is deter-

mined by the number of changes of state of relay P02 of the trigger of the
logic device. For the determination of the extremum in one channel it is suf-

ficient to register one actuation and one release of relay because this
characterizes the moment of passage of the extremum. P02'

With both actuation and release of relay P02' relay PB is used to apply

a pulse to the ring circuit which fires the succeeding cell. After two pulses

relay Pk is actuated which excites the trigger and brings the ring circuit into

the initial position (the extreme left cell is activated). The trigger is also

thrown by the contacts of relays P5 and P6' which actuate with violation of

the constraints, and by the manual control button K T.

Figure 6
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Wenote that an increase of the numberof control channels only requires
replacenmnt of the trigger of the ring circuit with a number of cells equal to
the numberof control quantities. It is necessary to include in each cell a
relay which activates its control channel.

8. Functional Diagram of the Control Unit

The control unit (fig. 7) connects all the elements of the optimizer in
accordance with a prespecified program for the purpose of performing the se-
lected search algorithm, while taking account of the constraints of the control
system.

Tworegimes of operation can be established in the optimizer: the re- /60

gime of search for the extremum of the quantity being optimized in the admissible

region of variation of the control quantities and the regime of recovery from

the "forbidden" zone. The control circuit must control both of these regimes

of operation.

Search Regime. The program for the operation in time (fig. 7) of all

elements of the optimizer is assembled on the terminals of the stepping selector

SS. The time of transfer from one terminal of the SS to another is determined

by the frequency of closure of the contacts CI of the interruptor which con-

sists of the synchronous motor SM (SM-2), the gearing and the cam. At the

beginning of the first row of the stepper selector a number of contacts m are

left free, which is proportional to the decay time of the transient process

(t) on the control system 0, with a variation of the control quantities x
i

and x2 by the step magnitude Ax I and Ax 2. The integrator I is connected to

the following n-m contacts with the aid of relay PI" On the (n + l)th con-

tact, relay P2 connects the output of integrator I to the logic device LD,

on the (n + 2)th contact relay P3 connects one of the executive devices ED

which generate a step in xI or x2 and drains the charge from the capacitor

C I of the integrator I.

The stepping selector SS passes over the remaining contacts in a fraction

of a second, with transfer of the arm of the 3rd row to the (n + 4)th contact,

where it is connected to self-drive by its latching contact i SS. Prior to be-

ginning of integration, the capacitor C I of the integrator is shorted across

the contacts a, b of the 4th row on the (k-l)th terminal, and thus the charge

which has been accumulated from the amplifier zero drift is drained off.

Regime of Recovery from the "Forbidden" Zone. In the preliminary study

of the system it is necessary to establish which of the control actions must be

varied and in which direction, in order to recover the process from the "for-

bidden" zone with violation of each constraint.
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As we have already mentioned, the bounding values can be pressure, flow,

product quality, temperature, etc. The optimizer imposes one requirement on

the instruments used to measure the constraints: they must have a contact

device (hI or h2) , which is activated on reaching the bounded admissible value

of the bounded quantity. If the quantity being measured is expressed in the

form of air pressure, it is convenient to use a contact manometer' for this

purpose. In the case of measurement of the quantity being bounded by a poten-

tiometer or an automatic bridge, a contact device can be mounted on the poten-

tiometer shaft.

With closure of the contacts h I (h2) relay P5 (P6) actuates, and in any

position other than the (n + 3)th terminal this connects the stepper selector

SS to self-drive. The timing relay PTI is constantly energized, and with

actuation of P5 (P6) it releases with a time delay sufficient to return the

arm of the stepper selector to the (n + 3)th terminal from any position. At

this position, relay P4 (P'4) engages the executive device which is capable

of reestablishing the normal regime of operation of the system. The stepping

selector passes the remaining terminals in self-drive. After this a time

delay of i terminals (established experimentally on the system) follows at the

end of which relay PTI is again connected to the ith terminal. If the con-

straint is reestablished, the circuit transfers to the search regime, but now

in another channel, since relay P5 (P6) by means of contacts IP 5 (IP 6) has

changed the state of the trigger (relay PT) which switches the control channels.

If, however, the constraint has not be reestablished, then self-drive of

the selector is again engaged and on the (n + 3)th terminal the same executive

device again generates a step from the "forbidden" zone.

Low-frequency noise is superposed on the bounded quantities; it is there-

fore possible to have several steps in a row from the "forbidden" zone without

the time delay between them, which accounts for the transient process on /62

the system. Actually, as a result of the noise there may occur a regime of

alternation of search and recovery from the "forbidden" zone. In order to

eliminate this phenomenon, use is made of relays P7 and PT2" The PT2 thyratron

timing relay has an actuation delay of tl, which is equal to that established

after actuation of relay P4 (P'4) (i terminal). Because of PT' relay P5 (P6)

in the course of the time tI remains engaged regardless of the contacts h I

(h2).
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• Relay P7 (contacts 5P7) also brings the ring circuit into the initial

position, which excludes possible errors in the determination of the momentof
passage of the extremumwith transfer to the other control channel. For the
case of recovery from the "forbidden" zone, the step of the executive devices
U' should be chosen somewhatgreater than Uy, which improves the quality.Y

9- Electropneumatic Converters

At the present time, as the electropneumatic converter we can makeuse of
the EPP-4 electropneumatic relay--which is a relay electropneumatic servosystem
whose feedback slidewire must be connected in a bridge circuit with the output
slidewire Rp2 of the executive device. If we connect in series with _2 the

variable resistors RD1and RD2 (fig. 5), we can changeboth the initial pressure

from which the search is conducted and the scale of the step AxI (Ax2). The

conversion can also be performed with the aid of the EMD-232regulator.

Conclusions

The proposed circuit for an automatic optimizer is noise-resistant and pro-
vides for sufficiently precise tracking of the extremumof the quantity being
optimized. It permits varying the step magnitude and the operational program
over wide limits, which is particularly important in the experimental study of
processes. The circuit for the executive devices can also be used for
optimizers with variable, dependent step.
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ANALYSIS OF AN EXTREMAL REGULATION SYSTEM WITH PEAK-HOLDING

IN THE PRESENCE OF NOISE

V. G. Gradetskiy and Yu. I. 0strovskiy

In the adaptive systems of the search type, which include the extremal /63

regulation systems (ERS), random noise has a significant effect on the system

operation. The effect of noise on search time in the transient process was con-

sidered in reference i for a series of types of extremal systems. Reference 2

used the considerations of the discrete Markov chains for the study of the

steady-state process of automatic search in a discrete extremal system in the

presence of noise, and determined the steady-state error and the optimal magni-

tude of the step with which this error is minimal. Studies of Fel'dbaum,

Ostrovskiy_ Morosanov_ Grishko and several other authors have been devoted to

the investigation of various types of extremal systems.

One of the possible methods of improving the noise resistance of peak-

holding ERS is the use of a noise filter.

Figure i shows a structural diagram of the system. The controlled system

is represented in the form of a series connection of the linear element LI, the

inertialess nonlinearity c which represents the static characteristic of the

system, and the linear element L2. On the diagram EC is the extremal control;

F is the noise filter; A is the actuator. The transfer functions of the linear

elements LI and L 2 are

W_=H, (_). d °' c_ and _ = H_ (_) • d e'¢®_. (1)

The static characteristic in the zone of the extremum is approximated 6_

by the quadratic parabola

y * = - k (x*)_. (2)

On the input of the system are disturbances _(t), which shift the static

characteristic of the system and change the optimal position of the control

corresponding to the extremum of this characteristic.
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Figure i

On the input of the control is noise _(t), which has no effect on the

optimal position of the control.

The primary parameter_ which characterizes the quality of the operation

of the ERS with peak holding, is the search loss D, defined as the difference

between the maximal value of the quantity being optimized_ which could be

achieved with ideal tracking of the moving extremum, and the average value of

the quantity being optimized, which is actually obtained.

The problem of the selection of the optimal adjustments of the extremal

control and of the optimal noise filter in the general case can be stated as

follows. The static and dym_amic characteristics of the regulated system and

the regulator are known. Statistical data are available on the disturbances

and noise acting on the system. We are required to find the filter structure

and define its parameters_ and also the parameters of the remaining portion of

the system (gain k, control insensitivity zone 80 and search speed a) so as to

provide for the minimal possible search loss D under the given conditions.

However_ in this general formulation the problem is quite complex. We

present below an approximate semi-empirical method of analysis.

i. We select an admissible value of the search loss in the steady-state

regime with fixed extremum and speed of search a = dx/dt. The search speed is

selected so that we provide tracking of the extremum, which is shifting as a

result of the action of the disturbances. The dynamic and static character-

istics of the system and the static characteristics of the noise are assumed
to be known.

P w_ _m_n_ the frequency and amplitude of the self-oscillations

for the ideal (no noise) system. Here use is made of the harmonic balance
method.

3- Using the first harmonic of the coordinate y thus obtained as the

mathematical expectation of the quantity being optimized_ we find the magnitude

of the control insensitivity zone 50_ for which the average frequency and ampli-

tude of the self-oscillations in the presence of the noise have the same value

as in the ideal system.
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Here we assume that:

(a) The mean square frequency of noise w_ considerably exceeds the mean

frequency of switching of the sign of the search speed. Therefore_ we can

assume that the closing of the system by the extremal control does not have any

significant effect on the spectrum of the noise present at the control output

with the open system.

(b) The frequency of false switchings is negligibly small. By "false"

we understand switching of the direction of movement of the control, which takes

place with movement of the system in the direction of the extremum.

4. We determine the mean frequency of false switchings. If the preceding

assumption is justified, with the selected values of a and 60 we will obtain the

specified value of the search loss D. False switchings increase the search /65

loss and slow down the search for the extremum with its displacement.

5. If the frequency of the false switchings is high, a noise filter is

introduced into the system. The filter structure is assumed to be known. Its

adjustment is selected so that, with given search speed and search loss in the

ideal system_ there is a minimal frequency of the false switchings in the real

system (in the presence of noise). If with optimal adjustment of the filter the

fr@quency of the false switchings still remains high, the given search loss

cannot be provided with the given value of the search speed.

Thus the proposed technique for analysis provides the possibility of es-

tablishing whether or not a given combination of search speed and search loss

can be realized in the system with a low frequency of false switchings. In the

case of a positive answer to this question, we can obtain the adjustments of

the extremal control and the noise filter. We make use of an indirect variable

for evaluation of the quality of the operation of the system--the minimum of

the frequency of false switchings. In the case when even with optimal adjust-

ment of the filter the frequency of false switchings remains high_ the suggested

method cannot determine the actual magnitude of the search loss.

Initial Data for Analysis

If the search speed and search loss are given, then the corresponding

frequency _ of the first harmonic at the output of the extremal control and the

amplitude A of the first harmonic at its input for the ideal (no noise) sys-
Yl

tem can be determined using the method of harmonic balance (ref. 3) from

equations

(o2 8ka _

l-I1 (¢o) .'D ' (3)

Av ' = 8ka'It I (_}./-/, (2o,) (4)
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_here _(m) and H2(_ ) are the moduli of the linear portion of the system; k is

the coefficient in equation (2).

The coordinate at the regulator input can be represented in the form

Y = Yl + 4,

where Yl is the mathematical expectation of the quantity being optimized. The

quantity _ can be given by the average number N of crossings in unit time of the

arbitrary level _i' reckoned from the mathematical expectation of the quantity

4. The graph of N($i) can be constructed from the oscillogram of the quantity

y with the open system (with the extremal control disconnected). The finding

of the points for the construction of such a graph can be easily automated.

Determination of the Magnitude of the Insensitive Zone

with Account for the Noise

The maximal value Ymax of the coordinate y which can be achieved in the

course of the period _ and registered by the memory device is a random quantity

(fig. 2).

Let Ymax be the mathematical expectation of this random quantity; t O the

moment of s_itching of the sign of the search speed with noise; t_0 the

mathematical expectation of the random quantity to; _min the value of the co-

ordinate y at the moment t0.

Let us set t O = ts, where t s is the moment of switching in the ideal sys-

tem (without noise), and let us select the zone of insensitivity of the control

in accordance with the condition

N

80 = Ymax - Ymin"
(5)

We can then assume approximately that the average values of the frequency

and the amplitude of the first harmonic, and also the search losses in the

presence of noise_ are equal to the corresponding values of these parameters

for the ideal system. Then

80 > 801,
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where 601 is the magnitude of the zone of insensitivity for the ideal system

(fig. 2).

We pre_ent beNlow th_ semi-empirical methods for the determination of the

quantities Ymax' to and Ymin"

(a) Determination of the QuantitY_max

Let us make a preliminary determination of the mathematical expectation

of the value of the stationary random function of time _, which is achieved in

the course of the interval of time A of fixed duration.

Consider a series of intervals of time A.

Let random quantity _max(A) be the greatest value of the stationary

random function of time _ achieved in the course of one interval A_

_max(A) is the mathematical expectation of random quantity _max(A);

_ is the average circular frequency of quantity _;

Po(_i) is the probability that during time A there is not a single over-
shoot of random quantity 9 which exceeds some fixed level _i;

Po(O) is the probability of zero crossings of the level _i = 0 during
time A.

For sufficiently large intervals A, when A _2_/_ we can set

Po(O) _ O. Then _max(A) > 0 and

9O



F (_i) = P (_max_ _bi) ----Po ($i), (6)

where F(@i) is the distribution function of quantitY@max.

Let N(,i) (crossings per second) be the mathematical expectation of the

number of crossings of level _i in the upward direction per unit time.

Every such crossing is an overshoot beyond level *i' and we shall consider

it as an individual event R The mathematical ..... +o+_ _f the number of

events R during time A is

(_,, A) --- A. N (_,). (7)

For a sufficiently high level, the probability of more than one crossing

of this level during the time can be considered close to zero (ref. 4).

We shall assume that the values of a random quantity between which the

time interval is greater than 2_/_ are practically independent. The distribu-

tion of the number of independent events R occurring in interval A is subject

to the Poisson law

_m

P. (8)ml

where Pm is the probability that in interval A there will occur m events R.

From (6) and (8) for the case m = 0

F (*i) : Po (*i) = e -xc*t ' A) (9)

Taking account of (6) and assuming, as before, that with A _ 2g/_ the

probability of at least one crossing of level _i = 0 is close to unity, the

mathematical expectation of the greatest level achieved in time A will be

+oo dPo (_i) d_i = _?i'e -_" d_i.

--oo O

(io)
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With a normal distribution law of the quantity 4 (ref. 4)

"_¢. A - _a"-_
_orm_ 2:_ -e

(11)

(12)

Here a2 is the variance of the quantity 4.

Substituting in (i0) we obtain

U |

i m _4G
_1_ _ × v2 . e dr,

¢I
0

whe re

(13)

2_

For the approximate determination of quantitY_max (A) from experimental

data with an arbitrary distribution law, we partition the region of the values

of 4 i from _i = 0 to 4i = 4i M into m fixed levels 4 i (here 4 i M is the greatest

value of the quantity 4 which occurs during the experiment).

From an oscillogram or by some other method we directly determine the

number N(4 i) of crossings of every level 4 i in unit time. Then

Here P. is the probability that the greatest value for a given interval A
1

of quantity 4 will be found in the interval between levels 4 i and 4i+ I.

Equation (14) can be used only with A >> 2_4. If A = O, quantity 4ma x

coincides with the instantaneous value of 4. In this case
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Tm x(O) = o. (I))

_m with A >> _/_ and with A = O, we construct theHaving determined ax

approximate graph of _%ax = F(A), starting from the assumption that this func-

tion is monotonic.

For the determination of the quantity YmaxWe make use of the following

s_unme_rl_al±yempirical method. Consider the interval of time A < _ located _ "_

relative to the maximum of function Yl = AY 1 cos 2ml-t. The nonrandom function

of time Yl can be considered as a particular case of a random function with the

mathematical expectation

A
+7

(A) = -_-s IA Au'c°s2°ddt= Ay -sin_,Am,a

S

(16)

The greatest overshoot @max in interval A can with equal probability take

place at any point of this interval. Let z(A) be the value of function

Y = Yl + @ at the moment when @ = @max and _(A) the mathematical expectation

of the quantity z(A)

= + (17)

With variation of the interval A from A = 0 to A = _ = _/_l(A) dimin-

-- _max(O )= to yl(_) = 0 while Smax(A) increases from = 0ishes from Yl(O ) _l

to _max (_) .

_Ibu _ = = "L bh_ quanulu_ _,Ax utlc u_u_im_z Jmax".... v_u_ lu _S

been experimentally established that for fluctuations which are subject to the

normal probability distribution law quantitY_ma x can be approximately /69

determined from the relation

Ymax-- Ay, _ c- [z (A)max-- Au, l, (18)

where c _ i.I is a constant coefficient.
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Considering that the analysis is of a preliminary nature, we can set
c = 1.0 then

_max _ _ (A)max. (18')

Figure 3 presents curves of the relations _max/Ay I : F(_/2_I) obtained

from (18) for different relative noise levels and the corresponding points ob-

tained from experiments on a simulation setup with a ball-type random fluctua-

tion generator (arrangement of the experimental setup is presented below).

The curves show that

_M is the greatest overshoot of the quantity which occurred in the course
of the experiment;

_'_maxwas determined from the experimental data using equation (14).
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• (b) Determination of the Quantity Ymin

We approximate the law of variation of the quantity Yl = A
Yl

T _--

in the switching zone by the linear function Yl -klt setting

cos 2_it /70

\ dt lt=_.__
40) I

We place the coordinate origin 01 at ti_ point t = O. We select the

arbitrary time segment Tn so that the probability of crossing the level y = 0

by the random quantity y = -klt + _ in the time interval - = < t < -T n %_ll

be negligibly small, and we find the approximate expression for the mathematical

expectation_ I of the moment of the first crossing of the level y = 0 with

variation of t from t = -T n to t = O.

We partition the interval of time T into i segments of duration A seconds
n

each; n is the order number of the segment.

We assume that for the duration of the segment with number n

where

Yl = -kltav = const,

tav = (n - i)A + A/2.

Let Po(n) be the probability of zero crossings of the level YO = 0 in the

duration of the segment with the order number n; i - Po(n) is the probability

of at least one crossing of the level during this segment.

m--I

The pro_ucz of the ,,_,LJ......... H P.(n) _= +.h_ probability of absencex--'----_U±--_ ua-_o aL_ - - ---

of crossings of level YO = 0 on all time segments from n = 1 to n = m - 1
inclusive.

The probability that the first crossing of the level YO occurs on segment

m, whose midpoint is removed from the coordinate origin by the time tav(m ) is

P. = 11 -- P0 (re)l- H P0 (n). (19)
n=l
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If the probability that the first crossing of the level YO takes place

after the moment t = O is sufficiently small_ the mathematical expectation of

the moment of the first crossing can be represented approximately in the

following form

m=i n=rn--1

_', _ _, [tav(m )] [1 -- e o (m)]. H Po (2o)
m=l n:l

For the case m = O we obtain the probability of zero crossings of level _i
in time

where

Po (n) : e -a'N(_i ) = e--_"Ntui(A)], (21)

The plot of figure 4, constructed in dimensionless coordinates for /72

the normal distribution law_ presents the relation

o_,t_ = F (Z,),

whe re

___ k
Q

The plot of figure 5 presents the calculated relation tI = f(k -I) and the

experimental points obtained on the simulation setup with the ball noise gen-

erator. The average circular frequency is _ = 13 (sec-1). The maximal over-

shoot of the random quantity, which occurred in the process of the experiment,

was -_M = 40 mm in the oscillogram scale.

T

We draw the straight line Yl = -kl't through the point with the coordinates

!

t , Yl(tn), which corresponds to the moment of switching in the absence of noise
n

!

(fig. 6). We locate point OI on the straight line Yl at distance _I from the

moment tn and draw through this point the straight line Ymin parallel to the
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abscissa axis. Then moment t will be the mathematical expectation of the
n

!

moment of the first crossing of level _min by random quantity y = Yl + _" Whence

- _.= y, (tn)+ y; (_). (22)
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Using the method of harmonic balance for the ideal system, we find

whence

yl (t,,) = Av, cos [20, (_,) + 05(2_)],

"_min- -- {A,, cos [20, (_) + 0, (2_)] + k_0.
(23)

Determination of the Mean Frequency of False Switchings

We determine the mean number of false switchings with movement in the

direction toward the extremum, setting, as before,

dyl
= kl ---_COnSt,

dt

where

k 1 = 2Ay, o_.

Assume that a false switching takes place at moment tf, when the negative over-

shoot of the random component of _ reaches level _f and the following equality
is satisfied

G - 60, (24)

where Yr is the maximal value of coordinate y, which was registered by the

memory device prior to moment tf.

We locate the coordinate origin at point t = tf, setting y_(tf) = 0.

We denote Af is the mean value of the time interval between neighboring
false switchings;

_(A) is the mathematical expectation of the greatest value of

random quantity y = y_ + _ in the interval A.

Then /73

_'(a)=y,(a)+_l_ (a) and y,= k, .a= A,,,,o,A. (25)
max 2
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Figure 7

If we consider the time intervals prior to the moment of false switching

(A < O), then we have y_l(A) < O, _max(_) > 0 (fig. 7a). With A = AM quantity

z(A) reaches its greatest value ZM(A ) . It has been established experimentally

that with Af >> AM the mathematical expectation of the largest value of quantity

y, registered by the memory device, is Y_r _ _(A)(fig. 7a). With Af < AM the

mathematical expectation of quantity y_ registered by the memory device during

time Af between neighboring false switchings is

Yr _ _(Af).

At the moment when the difference between quantity Yr and the instantaneous

value of coordinate y reaches the boundary of the zone of insensitivity 60, i.e.,

at the moment when level @f = Yr - 50 is crossed, there occurs a false switching.

The false switchings can take place only in the course of the half of each

period _ when dYl/dt > O. Therefore, the average number of false switchings
_n unit time

2 ' (26)

where N(_f) is the average number of crossings of level _f in unit time.

It is convenient to determine quantity Af graphically, constructing curves

/74
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_r (A)' _r - 60 and _f(A) (figs. 7a and b). The quantity Af is found as the

abscissa of the point of intersection of the latter two curves.

Figure 8 presents the calculated relation L = F (60/_) for the case

dYl/dt = 0 and the experimental points obtained on the simulator.

Choice of Adjustment of Noise Filter

The analysis technique presented here can be used for the selection of the

!adjustment of the noise filter. In this case the filter structure is assumed

given (for example, a sequential chain of aperiodic elements with identical

time constants T_ and we are required to determine quantity TF.

With increase of the quantity TF there is a reduction of the noise variance

2
at the control input. If the zone of insensitivity of the control remains

unchanged, reduction of the variance reduces the frequency of false switchings.

In this case, however, increase in inertia of the system leads to increase of

the search loss for the ideal system. In order to hold quantity D constant, it

is necessary to reduce quantity 60. Reduction of the dead zone with a constant

value of the variance leads to increase of the frequency of false switchings.

The frequency of false switchings reaches a minimum for a definite value of TF.
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TABLE 1

Parameter

Filter time constant

TF, sec

Dead zone

L, No. of false

switchings per

period

0 0.5

27.3 3.94

O.183 O.0185

Value

I

1.90

3.32.10 -4

2

0.807

5.7.10 -7

3

o.313

8.46. lO -5 0.005

Table I presents as an example the values of L for different values of TF.

In the computation we assumed that the linear portion of the system is a first
order element.

W,----I, IFz= i
T_+ i

For the ideal system, the self-oscillation frequency is _ =-__=0.15 sec -I.

The noise at the filter input is white noise in the frequency range from

-1
Wn rain = I sec to wn max = 20 sec -I, _0 = 5 D. The filter consists of Do

sequential aperiodic elements. The noise spectral density at the filter input
in the given case is constant

FO = mn max - _n min

The variance and the mean circular frequency of the noise at the filter/75
output

7 Fo.d,.+.
G 2 = |

oJ [i+ (_rF),]_'

_o j [t + (m.rF)'l'

lO1



N N

Assuming a series of values of TF, we find Ymax_ Ymin' 50' Yr _ L. From

table I it follows that with increase of TF the frequency of false switchings

first diminishes sharply, reaches a minimum with a definite value of TF_ and

then begins to increase again.

Experimental Investigation

The experimental study of the operation of ERS with the presence of noise

was made on an electronic simulator (fig. 9). The entire system including the

control was simulated. As the source of random fluctuations we made use of

the NG ball noise generator. The linear portion of the system is represented

by an aperiodic element (the resolving amplifier Y2 is located after the non-

linearity y* = i/lO0(x*)2). The determination of the quantities Ymax and t i

was accomplished with the system open. The harmonic signal from a separate

generator was applied to the system output_ where it was summed with the random

quantity _. The results of these experiments are presented in figures 3 and 5.

The determination of the frequency of false switchings with dYl/dt = 0 was also

performed with the open system (fig. 8). In the study of the closed system the

maximal value of the coordinate y at the system output was registered by /76

polystyrene condenser C3. The comparison of the maximal and instantaneous

values was performed on the amplifier Y6"

After transition through the maximum, the current value of the coordinate

is compared with its extremal value, and when the difference 5 = Ymax - y

.U' N C _ _- R R v

T.
c_ c7

Figure 9. NG, noise generator.
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.reaches the specified value 60_ there is a reversal of the direction of varia-

tion of the coordinate x and the value is stored.

Figure i0 presents the relation D/a2k = f(m) constructed from equation

[3) and the points obtained with processing of the experimental data. The /77

numbers of the points correspond to the numbers of the oscillograms in table 2.

For each point the average number of false switchings per period is indicated.

Figure ii shows as an example a portion of the oscillogram No. 5.

Table 2 presents the comparison of the experimental and calculated values

of the number of false switchings and the dead zones which obtain with a given

value of the search loss D. The maximal error in the determination of the

magnitude of the dead zone_ taking into account the noise present in this se-

ries of experiments, amounted to 13 percent; the average error was 8.5 percent.

Q-_M,SeC
188

$0

3O
ZO

_=0

N-"I_ o o tl_5 "

I0 _N'-Z
5 _ /,/e3 L:O

72

O.5

0.3

O.2

i
oJ_ O.5 l.O 1.5 w, see

Figure i0

L :: i
Figure ii

1o3



TABLE 2

Parameter

el, sec -I

_, mm oscillogram

D, mm oscillogram

a2k, mm/sec 2

60, mm oscillogram:
computed w/o noise

computed with noise
actual

L, false switchings

per period:

computed
actual

Experiment No.

1

0.218

6.3

17.1

0.92

17.7

38.7
36

0

0

0.397

6.3

23.8

3.65

11.5

32.2

36

3

0.51

6.3

43.1

14.2

19.1

35.5

36

0

0

0.33

7.7

ll. 2

0.75

4.4

4z. 2

36

16.7

6

0.42

7.7

13.0

o.78

2.28

41.3

36

20.2

15

6

0.45

7.7

16.9

5.82

12.1

38.7

36

1.26

I

7

i. 78

7.0

73.7

24.8

16.8
24.8

23

2.8
I

Calculation, using the method of harmonic balance without accounting for the

noise in the present case yields a maximal error of 1,400 percent and an

average error of 400 percent.

Conclusions

The proposed method of analysis does not pretend to be mathematically

rigorous. Howeverj in spite of several quite crude assumptions the results ob-

tained are quite crude assumptions the results obtained are quite well confirmed

by experiment; the method can_ therefore_ be recommended for practical analysis

of systems for extremal regulation in the presence of noise. It is necessary

to keep in mind that the lack of rigor of the derivations makes it impossible to

indicate with sufficient justification the bounds of applicability of this

method_ which must be considered to be semi-empirical.

iI
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OPTIMAL EXTREM SYSTEMS

N. V. Grishko

Frequently extremal control is used in the presence of considerable /7 8

noise which cannot be reduced directly. In this case, for the realization and

the complete utilization of the capabilities of extremal control we require sys-

tems having a minimal mean square error of tracking the extremum with random

inputs. In particular, such a system was required in the development of the con-

trol system for the internal combustion engine with a variable load (ref. i).

In the design of a high-quality extremal system the following engineering

problems are posed: (i) finding the structure of the extremal system; (2) ob-

taining engineering recommendations on the optimal adjustment of the system;

(3) preliminary evaluation of the economic advisability of application of ex-

tremal control; (4) checking the advisability of complicating the structure

of the extremal system in order to improve its quality (and in this connection,

verification of the need for improving the theoretical methods of analysis) and

SO on.

We have made a theoretical study of extremal control with random inputs in

order to resolve this problem.

i. Formulation of the Problem

In order to formulate the problem of the theoretical study, we shall first

describe the system to be controlled and shall give a definition of the per-

formance variable.

Let us assume for simpliciSy that the model of the extremal control system

is inertialess with a parabolic I static characteristic

Y = Vm -- (x -- xm)% (z)

where Xm(t) and Ym(t) are the extremum coordinates, varying in time in accord-

ance with a stationary law.

Iwith the aid of a change of variables the coefficient of the parabola is taken

as unity.
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Let the extremum tracking error be the following_time, average I

g,,, (t)--u(t) : K. (2)

We take the magnitude of the error K as the variable of the performance of the

extremal control and of the extremal systems. It can easily be shown that in

the given case this performance variable reduces to the variable of the mean

square error: (x - Xm )2.

Every control system realizes some set of mathematical operations /79
(i.e., it realizes some operator). The problem then consists in the following:

for the given controlled system find (at least one in the class of all possible

sets) that optimal set of mathematical operations, transforming y(t) into x(t),

such that the tracking error K will have the smallest value Emin,mi n.

Section 5 presents a brief description of the entire course of the solution

of the problem and indicates the salient features of the solution.

2. Results of the Determination of the Optimal Characteristics

of One Extrema! System

Let us describe the extremal system shown in figure I. In the following

sections we shall see that the consideration of this system is of general im-

portance (sections 4 and 5).

The extremal system generates signals x2(t ) of period T 2 which are applied

to the input of the system (through a summator) and to the multiplier (X); prior

to multiplication, the oscillations x2 are first transformed into the oscilla-

tions X2_k(t ) of the same period T2 but of a different form than x2(t ). The

oscillations X2k(t ) and the output of the extremal system y(t) are multiplied

in the multiplier. This product is then averaged in device A over time Tp (we

assume that the number of oscillations during the averaging time %/T 2 = z is
integral).

It can be shown that the resulting average value with noise accuracy is the

estimate of the distance of the system from the extremum. By closure of a switch

at the end of time Tp the value of the distance from the extremum is transmitted

to device B, where the primary component of the law for the tracking of extremum

IThe formulation of the problem wlth indication of the method for its solution was

presented at the Conference on the Theory and Application of Discrete Automatic

Systems on 26 September 1958.
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Figure i. Diagram of extremal system: A0, sensor for

distance from extremum; B0, device which generates the

extremum tracking law; G, test signal generator; D, con-

vertor of signals x 2 into signals x2K; X, multiplier;

A, averager over time Tp; B, arbitrary continuous

linear portion of the extremal system.

x I is developed. After summating xI with x2, we obtain the law of the tracking

for the extremum x(t) = xI + x2. The B device is a linear continuous system

with the weighting function gB(t, s).

The particular case of this system in the electronic realization was in-

vestigated experimentally (ref. 2).

We particularly emphasize that this extremal system can operate with sys-

tems other than (i). Of course, it works with an inertial system and with /80

other forms of static characteristics_ for example, those formed by two straight

lines (only if they have a single extremum).

Thus, this extremal system with the chosen structure is defined by the fol-

lowing arbitrary characteristics gB(t, s), x2(t), X2k(t) , Tp.

In order to find the optimal system from the selected class it is suffi-

cient to find the optimal indicated characteristics.

The optimal characteristics of the extremal system are determined by vari-

ational methods on the basis of the obtained analytic expression for the mean

square error K in terms of the specified characteristics of the given con-

trolled system and the arbitrary characteristics of the chosen extremal system
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KI_ m _ 2

K = KI -I" K= = K_. + Kly., + K= + r';

K, x;(t)= t r,T,!'= x, (O)dO;

(ii')

(1,)

oo oo

I go,(,)t_.. (_)d_-- II goC_,0)_..(_-- 0)d_d0; (e,)
---o0 ---o0

AR_.(_)= R_.(0)--R..(TO",_ = •--O; (8,)
oo

t

K,._= _ _I eo(_,o),%.(_- o)R._,(-_- o)dTdO; (lo,)

ot = Ts J x, (0) X_ (O)dO; (,_(,)
0

Tp

t _ go (u, u -- _) gu;co,(_)= _. (4,)
Tp

t

e,(_,o)= E, ._e_(., .-'Oeo (u, .--o)d_; (5')
O

t T.

R,,h ('q) = _ ff x_ (u) X_ (u -- X,) du. (9')

The weighting function gG(t, s) is defined by the following system of
equations

gVt, S)---_ _.] gB(I, tp) gA (tp, S); (2')

tp=--¢o

e6 (t, s) = gv Ct,s) -- _ e,G(t, u)gv (u, s) du. (3')
----OD

The computation of quantity K with given characteristics of the extremal

system is performed in the order indicated by numbers (l') to (ll'). /81

* r is a relatively small term_hich for the optimal system is smaller, the

more intense the noise with a sufficiently flat correlation function Rxm(T1).

_-_ Rxm(T1) and Rym(T1) are the correlation functions of the laws of variation

of the coordinates of the extremum Of Xm(t) and Ym(t).
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The results of the determination of the optimal characteristics in the

sense of the minimum of K are the following:

(1)" X2k opt(t) =signcOS 2_/T 2 t; with x2(t) =sign cos 2_/T 2 t;

(2) x2_ opt (t) =sign cos 2_/T 2 t; with X2k =sign cos 2_/T 2 t. (We assume

that x2(t) = X2mX2t (t), where X2m is the amplitude of the oscillations x 2 and
T2

In the general case X2k opt (t) =

x 2_(t) are oscillations such that _ % x_(t)dt ----I.)0

x21 opt

(3) T 2 opt _ 0. (In the consideration of the inertial system T 2 opt > 0,
which from

since as T 2 " 0 the effectiveness of the oscillations x 2 decreases;

some instant leads to increase of the quantity K. Thus in practice T 2 > 0_ but

it is small);

(4) Zop t = i, i.e., Tp opt = T2;

(5) gB opt (T) is the weighting function of the continuous portion of the

optimal extremal system and is determined from the optimal weighting function of

the entire system as a whole gG oP t(_)" In turn, this weighting function is de-

termined by some method of the theory of optimal servosystems using the correla-

tion functions of Xm(t) and Ym(t) from the Wiener-Hopf integral equation

oo

Rx,n (_) -- _ gG opt (s) RXra +n (_-- S) ds -_ O,

where RXm(_), RXm+n (_) are the correlation functions

T2 opt

n = 1/5 X2k opt( t ) Ym (t); _ = 2/T2 opt _ X2k °pt(t) x2 °pt(t) dt;
0

CO

(6) f7 opt
--00

ga opt(O) n (° - ,)d, dO.

Results (I) to (4) are mathematically very simple and therefore are of

interest as engineering recommendations. The determination of the last two

characteristics is performed by the methods of the theory of optimal servosysten
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in this sense the problem on the optimal extremal systems in its most fundamental
aspect, most difficult for computation, reduces to the problem on optimal servo-
systems.

The resulting optimal characteristics at the sametime correspond to the
hardware simplifications of the extremal system.

Substituting in the expression for K the value of the optimal character-
istics of the extremal system, we obtain the expression for the minimal value of
the tracking error K .

mln

Kmi n = 2 _ gG opt (T) ARXm(T)dT - /82

- _ gG opt(_)gG opt (0) _(T - 0) dTd0 +

+ 1/4 _ gG opt(T) gG opt(e) Ex2 k opt
--CO

where = R m(O)- ).

- e) Rym( - e) d dO+ opt,

On the basis of this expression we can make a preliminary estimate of the

economic advisability of the use of extremal control (see IntroduCtion).

3. The Pneumatic Extremal System

The resulting optimal characteristics were used in the development of the

extremal system described below_ which is outstanding in the simplicity of its

circuit. In this case the extremum tracking error is just as small as for the

system considered in section 2.

The extremal system is assembled from ready-made pneumatic devices which

are in mass production.

Let us describe the operation of the extremal system (fig. 2). For sim-

plicity we first assume that the output of the floating readout system yf_ is

equal to zero. The control uniL 4 by o.--_÷_=_.___nf contacts k!, ..., k k applies

the output of the system in the course of the first half of period T2_ for

example_ to the "plus" input of integrator I_ and in the course of the second

half--to the "minus" input.

The two integrator inputs are denoted "plus" and "minus" as a function of

the sign of the integral, obtained with application of pressure only to this

one input. Simultaneously_ the square-wave signals x2 are applied to the input
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Figure 2. Diagram of pneumatic realization of optimal

extremal system: i_ integrator; 2, summator; 3, C, R,

inertial element representing floating readout system;

KI-Ks, pneumatic contacts of control unit.

of the system. They are generated with the aid of contact k 5 and some con-

stant pressure equal to 2X2n n (this pressure is obtained with the aid of a

resistance divider--a throttle). If the system is not at an extremum_ the

magnitudes of the system output and_ consequently, their integrals on the in-

dicated half-periods have a different magnitude. The sum of these integrals,

having opposite signs_ give during a period an increment at the integrator

output, which with proper phasing will bring the system closer to the extremum.
We note that in this case the oscillations associated with the processes of

integration over the period penetrate to the system input and reduce the quality
of the extremal control. These oscillations are larger, the larger the absolute

magnitude of the system output.

Now let us assume that the floating readout system is engaged. If the /83

value of its output yf_(t) varies between the values of the output of the ob-

ject y_) for two half-cycles, the integrals indicated above have identical

signs. This means that the primary component of the movement toward extremum xI

(with a step change of its position) is monotonic and there are no oscillations

about the extremum (with the exception of test signals x2).

Actually, the processes in the extremal system are somewhat more complex,

since the magnitudes of the outputs of the system and the floating readout sys-

tem vary during the time of operation.

The period and the amplitude of signals x 2 are subject to adjustment, as

are the time constants of the integrator and of the floating readout system.

Simplification of this system_ while obtaining it from the system described

in section 2, is based on the following:
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(1) since the signals X2k opt(t) are rectangular, no multiplier is re-

quired; it is sufficient to have only a simple relay contact circuit;

(2) the signals x2 opt(t) are also rectangular, and therefore it is suffi-

cient to have a relatively simple generator for the rectangular (and not sinu-
soidal, ref. 3) signals;

(3) since Zopt = l, no counter for the test signals is necessary;

(4) since gG opt (t' s) is the unit weighting function and Tp opt = T2 opt _ 0,

we can approximately set % = 0, which permits further significant simplifica-

tion of the system by means of removal of the separate averager A and the pulser.
Here A and B are combined.

The pneumatic system, as a technical realization, differs from the system

considered in section 2 by greater interconnection of the processes in time, and
by the combination of several functions in one device.

The described linear system has as a general weighting function an ex-

ponent which is optimal (in the class of linear systems) in the conditions when

the variation of Xm(t ) has the nature of random s_itchings, while the signals

Ym(t) are "white noise." Under other conditions a system with a different

weighting function will be optimal. For example, with a sa_-tooth variation of

the position of the extremum the system in which there is a more complex device

(ref. 2) in place of a single integrator (fig. 2) will have better performance.

We note that the linear systems are optimal only with Gaussian distribu-

tion of the functions Xm(t ) and Ym(t) in the class of all possible systems.

Consequently, under the conditions indicated above, the nonlinear system will
be absolutely optimal.

Optimal tuning of the system can be performed automatically with the aid

of another like system, which takes as the parameter being optimized the follow-

ing approximate expression for the variable of performance K

N

i=I

where Ax I = x I _ Xm.

The right side of this expression can be measured directly with operation

of the extremal system together with a real system, while the quantity K .
mln
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cannot be measured. The first term is the average value of the square of the

pulses obtained at the output of a special meter for the distance from the ex-

tremum_ similar to the arrangement A of the extremal system described in section

2. The measurement time Tp meas opt is selected so that the measurement error

n* will be minimal_ i.e., the time of measurement is chosen on the basis of the

accuracy of measurement and not on the tracking accuracy, which is not the /84

same. Of course_ now Tp meas opt is larger than T 2 with considerable noise.

In the expressions presented above for K, k is the average value of the

coefficient of the parabola which approximates the static characteristic of the

system; we emphasize that as a rule it can be measured in practice.

4. Comparison of Extremal Systems

The comparison of the systems from the point of view of the performance

criterion K can be made as follows.

Assume that we are given a system with fixed characteristics. In the

present case these characteristics are the functions of time Xm(t) and Ym(t).

Let us assume that we can_ by some method_ find for each of the systems being

compared the value of the performance variable in question. By varying the

characteristics (tuning) of the extremal system_ we find those optimal charac-

teristics of the system with which the magnitude of the tracking error K (per-

formance variable) reaches a minimum. Comparing the values of the minima of

the performance variable, we determine the ordering among the systems being

compared with respect to performance. As a result we find under the given

conditions the best system for which the magnitude of the minimum of K is the

smallest.

This investigation is carried out through the entire range of variation

of the system characteristics. As a result_ we determine the region of varia-

tion of the operating conditions in which the system remains optimal.

We can thus find the system (or combination of systems) which has the best

tracking of the extremum in these conditions.

The finding of the minimal values of the performance variable can be per-

formed experimentally full scale or on a model of the extremal system_ together

with a model of the extremal system. In the experimental determination of the

performance variable_ the confidence level of the results of the comparison of

the extremal systems is very high. However, this method of comparison has sev-

eral drawbacks: (a) the requirement for the realization of each of the systems

being compared; (b) the need for a large amount of experimental work for the

computation of Kmi n over a wide range of variation of the characteristics of

the controlled system for various objects; (c) with such a comparison we are

not certain that there is not another, possibly better_ system and so on.
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The performance variables can also be computedanalytically. Individual
"extremal systems have been studied theoretically, and methods have been obtained
for the computation of the performance criterion K for them (section 2 and ref-
erence 4; reference 5 presents a method of computation of another performance
variable--the minimumnumberof false switchings--which the author indicates is,
in practice_ close to the performance variable K). With the analytic determina-
tion of Kin , the volume of the computations associated with the necessity for

the variation of the tracking conditions is reduced. This is explained by the
fact that the tracking conditions must be varied with an accuracy to certain
functions of Xm(t) and Ym(t).

For the system described in section 2 it is sufficient to vary the functions
Xm(t) and Ym(t) only with an accuracy to their correlation functions. However,

methods for the computation of Kmin have not been worked out for all systems, and

this makesthe comparison of the systems difficult. In both the experimental de-
termination of Kmin and the independent, formal computation of Kmin for the

individual systems we do not obtain assurance of the absence of better principles
of operation of the extremal systems.

The comparison of the systems described in the beginning of this section can
also be attempted without the separate determination of Kmin independently for

each system. For this we must makea logical comparison of the algorithms of the
systems under comparison. In this case it maybe found that certain systems are
particular cases of others or are close with respect to somevariables. It may
be found that as a result of certain general properties one of the systems /85

is obviously worse than the others, etc. On the basis of these considerations

we can evaluate both the nature of the variation of Kmi n with variation of the

system characteristics and also the relations between the magnitudes of K

for various systems, min

With this comparison, realization of all systems is not required. Experi-

mental or analytic determination of K is required only for certain forms of
the system characteristics, min

Tt is imoortanz that logical comparison of extremal systems can indicate

ways for their improvement, but it is paro__j importan_ _b_t t_is comoari-

son permits obtaining some confidence in the low probability of the appearance

of new essential improvements_ i.e., permits obtaining some guarantee of the

nonobsolescence of the system.

It is desirable to perform these analyses rigorously everywhere, which is

apparently possible on the basis of some aggregate of elementary initial assump-

tions. The comparison of extremal systems presented below is brought up to the

state of qulte clear englneering inductive arguments. The deficiency of the

results obtained from the comparison is precisely that they are only probable
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(we can continue refining these arguments and make them, as mentioned, more

rigorous, reaching mathematical rigor). The correctness of the inductive deri-

vations can be verified experimentally (or analytically). It is evident that

it is sufficient at the present to do this with less than full mathematical

rigor.

As a rule, the comparison of the systems is possible only on a quite high

level of abstraction in general terms, such, for example, as "size of the sys-

tem memory" and so on.

The principle of the comparison of the extremal systems is based on the

results of the considerations presented in section 5. There the general struc-

ture of the extremal system is obtained with the aid of clear engineering con-

siderations. This structure consists of two basic parts: the device which

senses the distance from the extremum and the device which works out the law for

the tracking of the extremum. The optimal combination of the properties of the

ensemble of these devices provides for optimal tracking of the extremum. The

comparison of the extremal properties system is performed in accordance with the

general structure of the system along two basic lines: the first line is the

method of measurement of the distance from the extremum, and special attention

is devoted to the noise resistance with respect to low-frequency noise; the

second line is the method of formulation of the tracking law_ and particular

attention is devoted to the "size of the system memory."

As a result of extensive comparison of the various systems as equal mem-

bers_ an orderliness was found among the known extremal systems from the point

of view of the magnitude of error Kmi n under given conditions of operation of

a system. We then thought that one of the systems described in section 2 appar-

ently solves the problem of tracking the extremum with random signals better

than the others. If we draw an analogy with the theory of optimal servosystems,

we can state that it yields the optimal solution of the posed problem in the

class of linear extremal systems.

The arguments presented below can be considered a type of survey of the

extremal systems.

After the arguments are considered in detail s it will be desirable to

picture them together as a whole. To facilitate this, figures 3 and 5 present

conditional diagrams: the interpretations of the arguments and of their re-

sults. Since we have these diagrams_ we will not give special importance to

the sequential description of the arguments (or the description of the diagram

of figure 3, which is equivalent).

I. In section 4 we have already indicated the relationship of the systems

described in sections 2 and 3. First, let us consider which extremal systems

are a particular case of the system from section 2_ both in the sense of

the method of measurement and in the sense of the algorithm by which the ex-

%remum tracking law is worked out.
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2. It is not difficult to see that the pulse system with test steps and

with proportional operational step is such a system. To obtain this system, we"

must substitute in the system of section 2

(a) z = i;

(b) x2 = X2k = sign sin (2_/T2)t (and not sign cos (2_/T2)t , which does not

permit more complete filtering of the low-frequency noise). Sometimes simple

storage of the value of the output is used in place of averaging over half-

cycles;

(c) the device B is simply an integrating element; i.e._ there is no rate

tracking, etc.

3. The extremal system (ref. 3) is of the type considered in section 2

almost as much as the type of section 3. The difference is that the test sig-

nals x 2 in the system of reference 3 are sinusoidal. The sinusoidal nature of

the test signals caused hardware complications: a multiplier and a generator

for the sinusoidal signals were require_ rather than a simple relay-contact
circuit.

In a study of the system from section 2 a method was found for determining

the optimal weighting function of the linear portion of the system; this ques-

tion is not considered in reference 3.

Above we compared the extremal system of section I with two linear systems.

Now let us compare it with some nonlinear systems (ref. 6).

First_ let us consider the algorithms used for the generation of the

extremum tracking law.

4. Consider the relay extremal systems in which the magnitude of the rate

of travel of the regulator is constant in absolute magnitude, but changes sign

at definite instants of time. Such systems include: the derivative extremal

system (ref. 7); the peak-holding extremal system (ref. 8); the system with

harmonic "probing" (ref. 9); and also the system in reference i0.

As we have mentioned, the regulator moves with a constant velocity. In

this respect the indicated extremal systems are analogous to the relay servo-

systems.

From the experience accumulated in the field of theory and practice of /87

servosystems it is known (ref. ii) that the relay (nonlinear) systems have lower

performance (in the sense of the mean square error) than the analog (continuous)

systems. If the laws of the distribution of the useful signal and the noise

are not Gaussian 3 further reduction of the mean square error is possible with

introduction of nonlinearity into the servosystem. Moreover_ this nonlinearity

may be different from the nonlinearity of the simple relay systems.
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. By analogy we can conclude from this that the extremal systems with such a
relay output device will have lower performance than the linear (continuous)
systems, for example, those in section i with continuous (no jumps) variation

of the position of the extremumxm(t).

This conclusion seems to be directly valid. These relay systems have a

very "short memory." After every switching of the sign of the rate, the system

immediately forgets the history of the variation of the position of the extremum.

Actually, the new direction of the motion of the regulator (after switching) will

be the same with differing laws of variation of the position of the extremum, if

only the condition of the switching of the sign of the rate is satisfied.

In the continuous systems account is taken of the entire necessary history

of the process of the variation of the position of extremum Xm(t) within the

limits of the correlatability of the process. In principle the provision of

astatism of any order is possible, for example, the tracking of an extremumwhich

is being displaced with constant speeds (ref. 2). Even with an unchanged position

of the extremum, for best holding (less hunting about the extremum) it is neces-

sary to make use of the fact that the position of the extremum was fixed prior

to this.

The theoretical investigation of the system of section 2 has shown that

for minimal tracking error the system memory must be fUlly concentrated in de-

vice B and removed from device A (a very "short" memory is required in the A

device for filtering of only the low-frequency noise).

Thus, the result of the measurement with the aid of the A device contains

at the end of each period Tp = T 2 a large error from the high-frequency noise.

Nevertheless, the result must be transmitted to the B device for rapid process-

ing (rapid transformation into the tracking law). Incidentally, even in the B

device an averaging is performed, a smoothing of the high-frequency noise. It

was found that this process itself gives a high tracking performance in the

linear systems.

Let us examine the relay systems from this point of view. In them, on the

other hand, the memory device B is very short, and it does not perform any

averaging of the high-frequency noise. Therefore_ the averaging of the high-

frequency noise must be performed in the A device. This in itself delays the
transmission of the information on the distance from the extremum to device B.

And this is important, as we saw _buve_ in o_--_ _. +_......._ _h_% th_s informa-

tion contained an error from the high-frequency noise. Moreover_ as a result

of the functional circuit itself the signals on the distance from the extremum

in the relay systems is transmitted comparatively infrequently, and device B

does not receive any information between these signals_

REMARK. The absence of astatism of the second (and higher) order in the

extremal systems (and in particular in the relay systems) will apparently have

lln addition, there is no possibility for astatism of high order.
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less effect on the tracking performance than in servosystems. This is due to

the fact that the region of variation of x(t) is limited (by the stops of the

regulator), therefore long-duration variation of the position of the extremum

with a significant constant velocity is not possible. Consequently, in the /88

extremal control it appears that the possibility of tracking an extremum which

is being displaced with constant velocity is not so important. On the other

hand, the relative accuracy of tracking of the extremum is apparently lower

than in the servosystems (radar, for example).

The required accuracy of the extremum tracking is determined by the cost

of the process being controlled; high cost may require a very high accuracy.

Let us consider the systems which have separate test and operating steps_

where the operating step has a constant magnitude, and also the systems in which

the functions of the test and operating steps are combined into a single step

of constant magnitude (ref. 12). These systems, first slowly approach the ex-

tremum with a sharp significant variation of its position; second, they have a

large magnitude of the hunting about the extremum when reaching it. These sys-

tems therefore have a large value of the extremum tracking error in comparison

with the system of section i.

We note that the system of section 2, with a static extremal characteristic

formed by two straight lines_ is transformed into a system with a constant work-

ing step (far from the extremum). In the region of the extremum the magnitude

of the working step is reduced to zero. Only the test signals remain around the

extremum. This favorably differentiates the system of section 2 from the sys-

tems with essentially constant working steps. Where it is not possible to ob-

tain information on the distance from the extremum, which is more accurate than

sign accuracy, the system advances with constant (large) steps, which near the

extremum fade out.

We note that the system of reference 12 can be also realized with a vari-

able step_ whose size depends on the ratio of the increment of the system out-

put in the preceding step to the magnitude of this step. But the minimal magni-

tude (absolute) of this step must always be greater than zero_ so that the

system does not "stick" after reaching the extremum.

This use of a variable step then eliminates the indicated deficiency of the

system of reference 12. However, from the point of view of stability to low-

frequency noise it is still inferior to the system of section i (see below).

It can be shown that the system just described and the system of reference

12 with a given inertia of the system are faster-acting than the system with a

proportional step (see beginning of section 4) and the system of sections 2

and 3. However, this is not the case. With the same law of the test signals

which was selected from the point of view of filtering the low-frequency noise,

the response speed remains the same with an inertial system.

Let us compare the sensors of the extremal systems.
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• Let us consider the rate-type extre_al systems (refs. 7-10). In these
systems the sensors put out a signal for the changeof the sign of the rate of
movementof the regulating organ•

5. In principle there is apparently no difference in how the derivative
dy/dx is measuredby these sensors. It can be measuredeither by direct dif-
ferentiationwith the aid of an analog device or in the finite-difference form

Ax Ax
• With the measurement in the finite-difference form, we can per-

form the averagirg of quantities Y2 and Y!, which reduces the effect of the

high-frequency noise. Therefore this method of measurement is better than using

an analog differentiating device.

However, both methods of measurement in this direct form have an essential

deficiency: they are not capable of filtering out the low-frequency oscilla-

tions of quantity y(t). The low-frequency components can be caused both by/89

the low-frequency variations of quantity Ym(t) and by the slow variations of

the magnitude of the distance from the extremum.

6. The method of measurement in the extremal systems with peak-holding

is, in principle, evidently little different from the methods just described for

the measurement of the distance from the extremum. Here the ratio Ay/Ax =

Y2 - Yl/Ax is also computed, since it is, in principle, not essential that

quantity y 2 be the maximal value and that Yl be the variable value.

In the derivative system the signal for the change of the sign of the

velocity of the servomotor is sent when the magnitude of the derivative reaches

some value. In the peak-holding system the situation is the same. As soon as

the difference (Y2)ma x - Yl reaches some value, (ref. 8) a signal is sent to

reverse the servomotor. The analogy consists in the fact that quantity 8 cor-

responds to some completely definite absolute value of derivative Idy/dxl ;

between 8 and Idy/dxl there is a one-to-one functional relation, which is de-

fined by the form of the corresponding extremal characteristic of the system.

Thus, when we speak of the quantity 6 we can imp±icl_iy uad=_stand thc

derivative. Consequently, the method of measurement of the distance from the

extremum in these two systems does not differ in principle.

There may be differences in the time of averaging of Y2 and Yl' in the

values of Ax in the computation of Ay = Y2 - Yl' and so on. In the peak-

holding system quantity Ax is apparently larger and Ay is also larger. This

permits somewhat lower requirements of the sensitivity of the sensor or, in
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other words, for a given sensitivity it permits a more precise holding of the
extremum. But this is important only in the case when the high-frequency and_
particularly_ the low-frequency noise is absent, when the position of the ex-
tremum changesvery slowly.

With intense oscillations of Xm(t) and Ym(t) large dynamic deviations from

the extremumappear: the deviation due to the noise. Under these conditions
the primary role is played by the noise resistance and not the sensitivity of the
system. With large forced deviations the measurementof the distance from the
extremumby meansof the measurementof Y2 and Yl (where Y2 is not necessarily

the maximal value) can be accomplished better than in the peak-holding system.
Actually, since the selection of the periods of the averaging of quantities Y2

and Yl is arbitrary (if we do not require that Y2 be the maximal value), aver-

aging can be performed more efficiently in the absence of this limitation.

Moreover, there is the possibility of repeating several times (!) the
measurementof the distance from the extremum_while the system is on one side
of the extremum. At the sametime the peak-holding system must each time pass
through the extremumfor the succeeding act of the measurementof the distance
from the extremum. In the period of time between switchings_ the extremal sys-
tem with peak holding does not receive information on its position relative to
the extremum, other than the very fact of the storage of the maximum. On the
other hand, another system_ as mentioned above, can, in principle_ perform a

repetition of the measurement of the distance from the extremum many times, and

thus filter the noise to a greater degree by tracking the extremum.

We note that under these conditions the extremum tracking error will gen-

erally be larger. However_ our problem is to obtain a system which will provide

a minimum of this large quantity.

With excessively complex tracking conditions the advantages of the optimal

system are hardly apparent. The extremum tracking error may be of the same

order as in the absence of the extremal system.

In very simple tracking conditions, i.e., with Xm_ const and Ym _ /90

const, the advantages of the optimal system (optimal with statistical inputs) are

also not apparent, because for any extremal system the error is close to zero

and is determined only by the system sensitivity.

In practice, extremal control takes place under conditions of high-frequency

and low-frequency noise, and the noise resistance of the systems is of primary

importance. Under excessively complex tracking conditions, high tracking ac-

curacy is generally impossible, and the use of extremal control itself is not

advisable. We must find other ways of controlling the process.

When we speak of noise_ we mean that these are noises which cannot be

directly reduced in practice. We are forced to use the noise-resistant extremal
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systems which provide minimal error of tracking (maintaining) of the extremum
with random inputs.

As we mentioned, these methods of measurementhave a commondrawback--they
are unstable to low-frequency noise. Actually, let us assume, for example, that
a quantity varies slowly over someperiod of time approximately according to a
linear law. Because of the fact that Y2 and Yl are measuredat different se-

quential intervals of time, the magnitude of the distance from the extremummay
be measured inaccurately; there mayeven be an error in sign. This can lead to
false reversals ("false steps," see below) and can "bottom" the system, bring
it to the stop. Moreover, the bottoming can take place very rapidly, since the
hunting rate is quite high.

Wemust note, it is t_e, that the range of variation of Ym(t) is limited

in practice, as is the range of variation of Xm(t) (see above). Therefore,

y(t) cannot for an extended time have an approximately constant rate of change
y(t) (differing from zero, of one sign). In this sense, the phenomenonjust
considered is not so dangerous if the system does not get stuck near the stops;
it can lead only to a considerable reduction of the tracking performance.

7. This samedeficiency, i.e., inability to filter out the low-frequency
noise, is also present in the extremal system described in reference 12, which
combines the test and operating steps. For example, in the regions where Ym(t)

increases approximately uniformly, the extremal system will be in a stable posi-
tion to the side of the extremum. The magnitude of the distance of the position
from the extremumis greater, whenthe rate of change of Ym(t) and the magnitude
of the averaging period are greater.

8. Under these conditions the extremal system described in section 2 will
not react at all to time-linear variations of quantity y(t) (coupled with vari-
ation of Ym(t) or of AXl) ; only the nonlinear variations will becomeapparent.

However, they will be minimally apparent due to the fact that the optimal
period T2 of the test signals x2 is selected as small as possible and is limited

only by the inertia of the system.

The system d_s_rihea in section 3 and in reference 3 does react to linear
variations of y(t) (comparedwith the system described in section 2). However,
in contrast to the system of reference 12 (section 7), as a result of the
presence of the floating readout system it performs only small oscillations
about the extremum, varying its value linearly. The oscillation amplitude is
smaller, when the rate of changeof y(t) and the period of the test signals T2

are smaller. Since the optimal period of the test signals is madeas small as
possible, these oscillations about the extremumare small.
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The system considered in section 2 does not in principle react to /91

linear variations of y(t); this is explained by the fact that the test signals .

during the averaging period T = T 2 have the law sign cos (2_/T2)t and not

sign sin (2_/T2)t. With reduction of T 2 and with a cosinusoidal law of x2

there is a reduction of the effect of the nonlinear variations of y(t) (with

reduction of T 2 and with a sinusoidal law of x 2 there is a reduction of the

effect of linear variations of Ym(t).

The oscillations of the systems of section 3 and of reference 3, noted

above, are caused by the fact that the sensor of the distance from the extremum

is combined with the device generating the tracking law. Since these devices

are not separate, like the system of section 23 the processes associated with

the variation of the distance from the extremum penetrate to the input of the

system in the form of additional (in addition to x2(t)) oscillations.

We note that in the extremal systems several of the functions which have

been combined in a single device are transferred into another device. Thus,

for example, the study of the extremal system of section 2 has shown that the

extremum tracking error is minimal, if the function of the averaging of the

high-frequency noise is completely transferred from device A to device B.

Actually Tp opt _ 0. Thus, device A is assigned the problem of filtering

out only the low-frequency noise. This requires the principle of optimal track-

ing. Although with the requirement for precise measurement of the value of the

tracking error the optimal time of measurement T must be greater than zero in
P

order to average the high-frequency noise, it must not be so large as to average

the function Ax I excessively (this averaging can take place not only discretely

during time Tp meas opt_ but also continuously with the aid of a suitable op-

timalizing filter). If we are required to optimally tune the operating extremal

system (see section 2) automatically, Tp meas opt will have still another (third

value, selected optimally from these new considerations.

It was remarked above that the system of reference 12 does not have a

higher response speed in the sense of limiting the inertia of the system than

the system of section 2. It is not difficult to see that in principle the

period of the test signals T 2 is the same, i.e., minimal (section 2). However,

the processing_ the use of the test signals in the system of section 2 are

different than in the system of reference 12. This achieves filtering out

the low-frequency noise•

In the systems of section 3 and of reference 3, the processing of the test

signals with the presence of the floating readout system is such that the
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. low-frequency noise does not lead to shifting of the extremumof the extremal
system, in contrast to the system of reference 12 and other similar systems.

Wehave dealt in detail with the low-frequency noise stability, because
this is particularly important for the precise, sensitive systems which are
close to the extremummost of the time. This is the case, for example, with
the peak-holding systems.

From the system comparison presented, we conclude that experimental
verification requires first of all comparison of the relay and continuous
analog systems, for example, the peak-holding systems and the systems considered
in section 3, and also comparison of the stepping system (with a combination of
the test and operating step of constant magnitude) with the system described in
sections 2 and 3.

5. Clarification of the General Structure of the
Extremal System

In section 4 we madea comparison of the knownextremal systems. But one
important question remained: is there not someother principle of extremal
control, unknownto us, which will give a better solution of the problem posed
in section I_ Quite detailed, special engineering analyses have been /92

made in order to reduce, to some extent, the possibility of such an omission.

These analyses were carried out independently of the known structures of

the extremal systems discussed in section 4. Special attention was devoted to

the verification of the absence (in the analyses) of other avenues than those

available; we thereby verified the nonexistence of solutions of the problem

other than those found. These deductive engineering analyses are a concretiza-

tion of the formulation of the problem by eliminating excessive "futile"

generality.

As a stage of these analyses the general structure of the extremal system

was obtained (fig. 4). With the same generality as in the formulation of the

problem in section l, this structure is considerably more concrete.

We shall not present here these engineering analyses, because they are

simple in themselves and their result (fig. 4) is quite evident.

Since the circuit of the extremal system in figure 4 is similar to the

system of fi_u_re l, we shall limit ourselves to only certain clarifications of

its salient features. Both components of the tracking law are appliea co _me

device _ for the computation of the derivative. The AT unit puts out not only

the sum Ay/Ax + n_, where n_(t) is the error in the measurement of the deriva-

tive, but also certain information on the error n" in the form _l[n'].y SinceY

1This needs to be clarified with regard to the question on the obsolescence of

control systems.

125



x=fx,;z_)

- " ] I

I

!

Figure 4. General structure of extremal system: A, device

which computes derivative dy/dx; f-l, device converting

derivative value into value of distance from extremum; BI,

device which generates basic law of tracking of extremum x I

(remaining notations same as in figure i).

there is the relation dy/dx = f(AXl) , with the aid of the functional trans-

former f-I from the measured derivative the distance from the extremum is com-

puted with error _x I + n. In addition_ some information on the error (noise)

is transmitted in the form _[n]. For a parabolic extremal characteristic_ f-i

is the operation of multiplication by a constant quantity.

The system (fig. 4) is not completely concrete, because devices _ and BI

are not fully defined.

The extremal system described in section 2 (fig. i) was obtained from the

system shown in figure 4 by means of concretization of devices A I and B I. We

have limited these devices to the class of linear systems by considering the

simplicity of realization and analysis. We have thus constricted our system

(fig. I). We note further that in the measurement of the derivative in this

system (fig. i) no use is made of the law of x2(t), because it is ineffective
for this when the performance of the extremal system is high and the variation

of the position of extremum of Xm(t ) is smooth with infrequent jumps.
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Thus, as a result of the performance of the deductive and engineering

"analyses we have clarified and limited the search region of the optimal extremal

system. This region is clearly defined by the diagram in figure 4.

The relationship among all known systems, including the general structure

of the extremal system in figure 4, can be visually represented in figure 5,

which supplements the previously considered diagram of figure 3. Figure 5 is

an attempt to somehow picture a multidimensional space reflecting the depend-

ence of the tracking error K on the tracking conditions (Xm(t), Ym(t)) and on

the properties of the extremal systems. Here primary attention is given to
clarification of __e relationship between the systems in the sense of

"structural properties." As these properties we chose such concepts as:

system-memory size Tm, astatism of second, third order_ etc., and also the

phase of the oscillations in interval Tp, the form of the oscillations and the

frequency of the oscillations, the measurement time T , etc.
P

We imagine that each of these characteristics is an axis of the multi- /94

dimensional space. On each of these axes we determine the position of the vari-

ous extremal systems from the point of view of corresponding structural property.

In spite of the external differences, the known systems have common features--

from the more a0stract points of view_ in the more general concepts such as

"system memory," etc. We thereby determine that there exists a structural dif-

ference, a "distance" between the systems. For example, the memory of the relay

systems is very small in magnitude, while in the system of section 2 the memory

is arbitrary and can be large. From this point of view the distance between

these systems can be great.

Another Example. The method of measurement in the peak-holding system,

in the rate system with combination of test and operating steps, is character-

ized as follows. For a single measurement event (after which a rate reversal

or a step is accomplished) the measurement is performed in two sequential time

segments. It is not difficult to see that this corresponds to the sinusoidal

law of oscillations x 2 in the system of section 2, which can have not only a

sinusoidal, but also a cosinusoidal law of x2(t). In this sense there is also

a structural difference--a "distance"--between the systems mentioned above and

the system of section 2. At the same time there is structural similarity be-

tween the sj_bems listed abov_ (other than the system of section 2).

So far we have spoken of structural differences. When operating under

certain conditions, the value of variable K can be found for each of the sys-

tems. The structural difference of the systems can lead to difference in the

sense of K as well. We have discussed these differences in section 4. We note

that the structural difference also may not lead to differences of the systems

with respect to K. For example, the value of Kmi n is approximately the same

for the various (stable) extremal systems under excessively simple and exces-

sively complex conditions of operation. In the first case K is equal to zero;

in the second case it is equal to the value of K in the absence of the extremal

system.
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Statement of problem

(section i) l! I) Relay systems with
constant rate

--" H! 2) Relay systems with

constant step

IV 3) With proportional

step

"Empty

generality"

Figure 5. Conditional representation of relations among systems

from point of view of their structural properties and dependence

of K on general structural properties of systems in tracking con-

ditions of medium complexity: I, general structure of system of

figure 4; II, analytic study of system of section 2; III, Vasu

system (ref. 3); IV, pneumatic system of section 3; V, system of

section 2, giving Kmin; VI, system, giving K . ; VII, highermin,mln

performance nonlinear_ nonststionary systems.

Thus, differences with respect to K are observed in tracking conditions of

medium difficulty. They manifest themselves as follows. For example_ with slow

variation of Xm(t) and with intense high-frequency oscillations of mY-(t) quite

a large system memory is required. The system of section 2 can have this large

memory, while the peak-holding system cannot. Therefore, the value of Kmi n for
the system of section 2 will be correspondingly smaller.

Another Example. The cosinusoidal law of X2k is required in order to filter

out the low-frequency noise, when T2>> 0 (because of the high inertia of the

system). The peak-holding system does not have this structural possibility and

therefore will be inferior to the system of section 2.

Thus_ these structural differences of the systems in the indicated condi-

tions were important in the sense of K (the situation is similar with the other
structural properties).

From each of the properties we can find the optimal characteristics (which

correspond to "points" on the axes), which in the aggregate give Kmi n. Figure 5
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shows the optimal points on the property axes for certain average conditions,

"and the coordinate origin is shifted to these points. The axes are superposed

on one another and intersect. The distribution of the properties with respect

to the axes is shifted so as to "group" them and obtain real systems. Then the

line of equal K (fig. _) will encircle the optimal system.

With variation of the conditions [Xm(t), Ym(t)] the optimal characteristics

change; the axes are therefore displaced relative to one another.

The system of section 2 gave us Kmi n. But we know that there exists the

a_e minimum K . . It has already been noted that under certain condi-
mln,min

tions, with a Gaussian distribution Of Xm(t ) and Ym(t), the system considered

in section 2 can give the absolute minimum Kmi n = Kmin,mi n similarly to the/95

linear servosystems.

Thus, with the aid of the general structure of the system (fig. 4) and the

system from section 2 we have evidently determined a "corridor," along which

further improvement and perfection of the performance of the extremal systems

will proceed. Just as in the servosystems, the improvement of the performance

will, in the general case, be based on the introduction into the extremal sys-

tems of nonstationarity and nonlinearity_ in connection with the corresponding

complexity of the tracking conditions.

With further perfection of extremal control we will arrive at a situation

where the system will cease to be purely extremal in the usual sense, i.e.,

having only the single input y (section 6).

Let us summarize the entire course of the solution of the problem posed in

section 1.

In the process of the inductive engineering consideration of the analysis

of the formulation of the problem we have determined (independently of the

existing systems) certain very general properties of the solution of the prob-

lem, and as a stage of these analyses have obtained the general structure of the

desired extremal system (section 5).

This general structure is not completely concrete. By imposing additional

....._..... _ ^_ _ .... _ .... _ _+_o _ _n_n_p_ the _v_tem. Because of the

imposed limitations, the obtained concrete system (section 2) is in the general

case only an approximate solution of the original problem, and provides only

a partial rather than an absolute minimum of error K. In essence it is the

solution of a new, more restricted problem. Moreover, as a result of the limi-

tations the system described in section 2 is simple in realization and analysis.

lIn this case the nonlinearity in the general case can be different from the

nonlinearity of the relay systems (section 4).
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The resulting concrete system (section 2) was studied analytically for the
purpose of determining its optimal characteristics. The resulting optimal •
characteristics_ presented in section 2, gave us the possibility of obtainimg
a simple circuit of the extremal system (sectio_.3) with the sameperformance
as the system of section 2. Section 4 presented the logical comparison of the
known extremal systems and the systems described in sections 2_ 3 and 5.

As a result of these analyses we cameto the conclusion that the system of
section 2 is the best of the existing systems; someof the known systems are
clearly inferior, and certain of the best systems are a particular case of the
system of section 2. This is true in spite of the fact that the system of
section 2 itself was obtained with certain limitations imposed on it (fig. 4)
in its concretization. Further improvement of the performance of the systems
will take place in the form of a concretization of the system shownin figure
4_ with increasingly weak additional limitations.

6. The Place of Extremal Control

Let us clarify the place occupied by extremal control in the process of
the improvement of automatic control systems. This question arose in connection
with the solution of the concrete problem of the control of the internal com-
bustion engine with a variable stationary load (ref. I). The resulting control
system combined algorithm control and search operations. The system structure
was not entirely conventional. It was not entirely clear, for example_ whether
it was a temporary system which would rapidly transform itself into someother
systems. Thus it was necessary to clarify the connection of this system with
the automatic control systems "surrounding" it. The study of this system led
to the following ideas and generalizations.

Ideas on the Process of Improvement of a Control System

Weshall evaluate our system (ref. i) as a stage of someprocess of /96

the improvement of a control system, consisting of the transfer of the control

functions from the search portion of the system to the portion operating in

accordance with the algorithm (in brief, the C _ F process).

Let us consider this process, using a very simple example. Let us assume

that we are to automate some new, insufficiently studied technological process.

The automation process itself always starts with the existence of at least

some information on the system; the aggregate of this information is quite

varied in completeness and reliability; this information is the starting con-

dition for the automation process.

Let us assume that we know that the technological process is defined by

parameters x. (j = l,...,n) _ere certain of the parameters Xju are the con-j

trol parameters; it is also known that Xjb are the uncontrolled parameters

which are the external inputs and the variations of the process characteristics.
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For the system we must formulate the criteria of the performance of the

"processes in the system y(x ) which can be calculated from some set of econom-
J

ically significant parameters x.. We are required to control the process_ so
J

that the time average y will be an extremum.

We also assume that the dynamic properties of the system can be neglected,

that the process is continuous and that the values of y are computed continu-

ously. Then for every instant of time there exists that position x. * for
ju max

which y(t) reaches an extremum. However, with variation of the characteristics

of the system and the external inputs x. , the position of the extremum with
jb

respect to the regulating elements Xju max(t) varies with time. If we knew

the causal connection U between Xjb and Xju max(Xju max = U [...Xjb...]) com-

pletely, we could synthesize the control device F, which would transform in

accordance with some algorithm Xjb into Xju(Xju = F [...Xjb...]) , so that

Xju(t ) would track Xju max(t), which changes with time. However, we do not

know the relation U. This relation must be determined, but control of the sys-

tem must be initiated as soon as possible. Therefore, we first establish ex-

tremal control system C, since the control device F is not available, and begin

to study the system as a function of time_ while it is controlled by extremal

system C.

Study of the individual properties of the system requires differing

intervals of time.

Experience with the introduction of extremal control has shown that by

controlling the process manually, we can learn in a short time the nature of

the shape of the extremal characteristic (and thereby the average value of the

exponent of the parabola which approximates the extremal characteristic).

After short periods of time we can also learn the nature of the (stationary)

high-frequency noise.

Somewhat more time is required to obtain oscillographic records of the

(stationary) laws of the slow variation of the magnitude I and the position of

the extremum: Ym(t) and x_(t) = Xiu m_" We emphasize that we simply record

the laws20fYm(t) andXm(t).

*Xju max(t) is the same as Xm(t) in section 2.

iThis is necessary in order to adjust the gain of the sensor of the quantity

y as high as possible without saturation of the sensor output.

21t is unimportant that we can, for example, compute the autocorrelation func-

tions of them and others.

131



Here we only assumewhich external inputs Xjb determine them and know _ •

practically nothing of the mechanismof these causal relations U (with the ex-
ception 6f what is given by the theory of the technological process). Determina-
tion of the causal relations U requires considerable time. I But this is the time
at the end of which we can, in principle, have device F, which will give the
greatest value for _ = maxmax (correspondingly K _ 0).

The process of the improvement of the control of the system begins with
the formulation of extremal system C. To do this, we establish correlators,
which computeduring the time of operation of the extremal system the correla-
tion functions Rxi._ib(T).

In those cases in which these functions are identically not equal to zero,

we introduce devices Fj with arbitrary parameters fjs (s = 1,...,m), which

transform the given Xjb into xiuF_xiO. In the considered simplest case Fj is

a functional converter. It can also be simply an amplifying element. In the

first approximation the magnitude and the sign of the amplification factor are

taken in accordance with the magnitude and the sign of the correlation function

Rx/,X/b(O)o Then the functional converter, in the general case nonlinear, is op-

timally tuned by the same extremal system C. Now in the general case it acts

on both Xju and on adjustment fis of device F..j

Thus, in the present case the law xiu(...xi_....) consists of two components.

The first component is generated by all devices F.. It is equal to the sum of
0

the components XluF_Xlb)of all Xjb , for which the corresponding correlation func-

tions were not equal to zero. The second component Xju C is generated by extremal

system C. In the course of time the first component becomes the primary one.

The component generated by the extremal system becomes ever smaller. However,

this is necessary for the following reasons: first, when the extremal system

has not yet managed to adjust device F optimally or when it is out of adjust-

ment, for example, because of variation of its characteristics; second, when
device F is still so simple that it cannot generate the required law for the

tracking of extremum Xju; third, when certain disturbances of process Xjb still

remain unknown to us, or we do not have sensors for them, etc.

In view of this process of adjustment of parameters fis' information is

continually arriving on the properties of the system, and as this information

arrives, it is "embedded" in control device F. Thus the volume of information

iTnat is, it is necessary to establish specifically what we actually know about

the system and what intervals of time we require to determine the particular

properties of the system we need.
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_n the system is increased. The quality of the control is improved on the basis
of this knowledge. In this case the extremal system, as a search system, is
increasingly "removed" from the system. This process (C _ F) does not exclude
the participation of the humanoperator, who resolves questions of a higher
level than those which at a given momentof time the machine, which partially
replaces him, is capable of solving.

This physical process (C _ F) of improving the control performance must be
automated (for example, as described above). It is a concrete example of "self-
instruction" of a control system. Here self-instruction is understood in the
sense that with unchangedproperties of the tracking conditions the system CF in
the course of time will maintain and track the extremumbetter and better. In
constant, but difficult tracking conditions the accuracy of peak-holding is low,
but it improves in the learning process. In constant, but simple conditions
the accuracy of peak-holding is high and also improves_ i.e., it improves in
both cases. In the simple conditions it is naturally higher in absolute /98
magnitude than in the complex conditions.

The described outline of the process can be more complex. It is apparent

that differing variants of this process are possible.

In connection with this concept of the existence of a process of transfer

of the control functions from the search portion of system C to the portions

of the system which operate in accordance with an algorithm (briefly C _ F),

the problem arises of determining the property of an optimal dynamic process

for the improvement of control systems in connection with the optimal process

of the accumulation of knowledge of the system being controlled during the con-
trol period.

It is apparent that this problem will be resolved, first, with the aid of

organized, planned, inductive and logical analyses. At some stage we may use

the methods of operational research, game theory, prediction theory and finally,

classical mathematical methods. As usual, the problem will first be resolved

by the consideration of individual idealized models in order to determine se-

quentially the individual properties of the problem solution, without attempting,

of course, to obtain the complete solution immediately, which is unusually
difficult when considered as a whole.

We shall make several more individual remarks on the described process to

clarify various aspects.

Optimality Criterion

The considered technological problem is already so broad that the criterion

of optimality of the process of improving the control system is directly reduced

to the criterion of optimality of economic planning. It is natural to take the

criterion of optimality of the process C _ F to be the average I = Ym - y + s(t),

where s(t) is assessable with a possible accuracy of the expenditure of energy,
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equipment and manpower. The question of the criterion of optimality of planning
is quite complex and is still far from solution. I

We_ote that on the basis of these last considerations it is advisable to
discuss the question of the optimality criterion with application to the
technical problems of automatic control since; on the one hand, it is of in-
terest as a particular case as one of the salient features of the criterion of
optimality of the entire economicplanning, and, on the other hand, here there
are apparently the meansavailable in a larger degree to showhow to formulate
the optimality criterion with mathematical precision.

Limitations on the C _ F Process

It may turn out that F does not improve the control performance very much
in comparison with the control using extremal system C. This occurs with a
small numberof regulating elements x. ; with a slowly varying position of ex-ju

tremumXju max(t) and with a low-inertia system. In this case, from the economic

point of view, the extremal system can be retained as the control means, since
it is cheaper than F, with a complex law of conversion of F.

On the other hand, if, for example; with a single regulating element the

variation of the position of the extremum is relatively strong, while the time

lag of the system from x-y is relatively large; the extremal system is not /99

capable of tracking extremum y.

Thus, for one-dimensional (or few-dimensional) systems the process of con-

version of the control function from C _ F is either economically inadvisable

or is impossible in principle. In this sense the region in which the C _ F

conversion may be required for one-dimensional systems is not very broad.

However, for multidimensional systems, which are the most important in

practice, the region of the performance of the C _ F process is sharply expanded

in connection with the fact that the possibility of purely extremal control of

the multidimensional system is limited.

Actually_ with a large number of regulating elements Xju , with a suffi-

ciently high rate of change of the position of the extremum with respect to the

regulating elements Xju max(t) and; finally, with a high time lag of the sys-

tem from Xju to y_ the purely extremal system C in principle is not capable of

tracking the extremum y. It can be shown that under these conditions the use

of several test signal frequencies in practice does not strongly expand the

iThis was shown at the Conference on the Application of Mathematical Methods

in Economics at the Institute of Economics of the Academy of Sciences USSR

on 4-8 April 1960.
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.region of application of the purely extremal control, since the possible number
of,these frequencies is not great.

The C _ F Process for Multidimensional Systems

For multidimensional systems the region of existence of the C _ F process
is sharply expanded. This is caused by the fact that in such systems the ex-
tremal system is capable of tracking the extremumof y, using a single regula-
ting element (but not using all of them). Therefore the C _ F process is in
principle possible. Moreover, it will apparently be economically advisable 3
since control system F provides for tracking of the extremum, while the purely
extremal system C cannot do this in principle. This consideration increases
the importance of the solution of the problem on the optimal process C _ F.

REMARKI. If purely extremal control of a univariate system is not possi-
ble because of the high rate of change of Xm(t) with adequately high inertia,

we can try to establish by guesswork a sufficiently arbitrary device F. It may
be found that it influences quantity y, and with suitable optimal adjustment
(with the aid of C) of its arbitrary parameters f it will provide for an ex-

S

tremum of y. A similar approach can be taken with multivarite systems.

P_ II. We have discussed above the continuous processes where y is

computed continuously and where an optimal position for the regulating element

Xju (with a low-inertia system) at each instant is desired. With a cyclic

process we seek the optimal law of motion of the regulating element during the

course of the cycle, and the optimality of the process is determined not from

the instantaneous value of some set of parameters xj, but from a functional

of the parameters for the cycle. An example of this is the open-hearth melt

cycle, the motion of a rocket, an individual working cycle of an internal com-

bustion engine and the operation of an engine with a variable load (ref. 1).

Let us point out some salient features of the C -- F process, using the last

example. With a stationary law of variation of the load, the properties of the

optimal law of fuel feed remain the same, i.e., extremal system C is required

only to maintain the optimal value of parameters f of device F. With a change
s

of the DroDerties of the laws of variation of the load, the extremal system/100

must search out this nonstationarity by changing adjustment fs" Continuing the

C _ F process, we introduce the "nonstationarity sensor" and set F' at a higher
level than F. The quantity F' is also optimally adjusted with the aid of the

same extremal system C, now acting on f_ as well. This is continued, until it

is sufficient to hold constant the optimal parameters fn of device Fn. This
S

physical process may be infinite_ but in practice it is limited by economic
considerations.
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In this process with the same object the criterion of optimality of y re-

mains the same as before.

Forextremal system C the adjustments fs, _ ..... f_ are in principle the

same as for Xju.

In this process for extremal system C the number of places of action will

obviously increase: in addition to Xju , action on f,..... [_.is also required. In

the course of the development of the C _ F process_ the extremal system per-

forms an analysis of quantity y at increasingly long intervals of time. In this

case the time variation of the adjustments of fn(t) becomes increasingly slow

s

with increase of n. For a fixed system some adjustment fn may be constant.
s

We must point out that with respect to extremal system C the system is (in

the general case) the combination of the original technological process and the

controlling devices F, F', ..., Fn.

In essence extremal system C is also a device F of a particular form, but

in practice it is frequently repeated in the control circuits.

REMARK III. In addition to the indicated use, the correlators can also

be utilized for the determination of the dynamic properties of the system.

They make it possible to evaluate the dynamic properties from Xjb to Xju max

and also from Xju to y.

In order to improve the tracking performance with an inertial system, a sys-

tem with delays_ controlling device F must possess dynamic properties (under

these conditions F is an operator and not a functional transformer). The dy-

namic properties must be adjusted by extremal system C, but the search opera-

tions can be speeded up if we use for the adjustment in the first approximation

the results of the computation of the indicated correlation functions.

In addition to the correlators, we can make use of more complicated devices

which compute_ for example, the laws of distribution which reduce the dependence

Xju max = U [...Xjb...] , which in the general case is nonlinear (and dynamic).

P_NARK IV. While accounting for the optimal process of improvement of con-

trol systems, there is no sense in speaking, for example, of the existence of

equipment for complete complex automation. What is understood by this terminol-

ogy will be some quite distant stage of the mentioned process. Physically, this

process is infinite; but it is further defined, i.e., limited by economic and

other considerations. This is the normal situation when economics further

defines an incompletely defined physical problem.

In this case improvement of control devices is moving not only along the

line of increased complexity of the functional circuits, which free the human

operator from control of the production process on ever higher levels of
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.activity, but also along the line of increasing the reliability, stability and
service-life of the system elements. Otherwise, with unreliable and unstable
elements the work expended on servicing the control system itself increases.
The increase of these labor costs begins to exceedwhat was saved by the intro-
duction of the improved functional circuit. In the course of improvement of
the elements, the automation system will somewhat"shift" in the direction of
the realization of ever more complex systems to free manfrom labor at /101
increasingly higher levels of activity. And although still more complex systems

will then be known, they will be economically nonoptimal, because their intro-

duction will lead at a given level of reliability and service-life of the ele-

ments to an increase of the total expenditure of human labor on the control and

service of the system itself. It is apparent that it is not known at the

present time what limits automation: the absence of functional circuits or of

reliable hardware. Automation of control will continue to develop, until at

some level control becomes one of the forms of satisfaction of human needs.

In conclusion we point out that the resolution of this problem in the field

of improvement of automatic control has great national economic significance,
particularly in the period of extensive introduction of automatic control in

new, unstudied processes, for example, in the chemical industry where the study

of new chemical processes and the search for optimal control of these processes

is imminent. It is apparent that the improvement of the control systems will

be repeated in many analogous production processes.

In connection with this great variety of places for the application of

automatic control, the resolution of the posed problem is becoming particularly

important. Of course this problem is complex; on the other hand, the importance

of the resolution of this technological problem for the most rapid solution of

our basic economic problem in the competition of the two social systems does
not require any special clarification.

i.
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AUTOMATICSELECTIONOFINTERPOLATIONSEGMENTS
FORA MACHINETOOLWITHLINEARINTERPOLATOR

V. V. Karibskiy and A. P. Yevseyeva

For the machining of details on machine tools with digital program /102

control it is necessary to specify the movement of the table so that the tool

moves along a specified trajectory with the required accuracy. In the cal-

culation of the motion trajectory we usually specify the detail contour in

a Cartesian system of coordinates by either an equation or a table. In the

latter case a series of coordinates of reference points is given (fig. 1),

with an indication of the interpolation law in the spaces between them.

In machine tools with a linear interpolator, each segment of the curve

is further divided into smaller segments within the limits of which the curve

is replaced by a straight line. The ends of the straight line segments lie

on the given curve y = _x) and the maximal distance between the given curve

and the approximating straight line must not exceed the acceptable error 8.

The determination of the values of the straight line segments of the broken

line from the specified approximation accuracy is one of the most time-

consuming elements in compiling the machining program. The problem consists

in finding the algorithm and the composition of the program for the automatic

computation of the values of the projections of the interpolating segments on

the axes X and Y from the given error 8.

Let us consider the two methods for the resolution of the posed problem.

l

Figure i
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i. Exact Method of Solution

Assume that on the segment [Xk-l; Xk] there is given the equation /103

Y----_k-1(x) of the original curve (fig. 2). For the determination of

Axi=xt--xi_l; Ayz=yi--gi_ | it is necessary to find the equation of the

straight line passing through the given points A and K_ whose coordinates

must be determined_ having in mind that the maximal distance from the straight

line d to the curve _k-1(X) must equal the specified deviation 6.

The value of d for any instantaneous value of Axr=x--xt_, is determined

from geometric constructions (fig. 2) using equation

d ---- (y -- Yt-l) cos ot -- (x -- x,-l) sin o% (1)

where

COS _ --

Sill _ =

Ax i

AYl

At the point C(xm; Ym) where the tangent is parallel to the secant AK, d

reaches the maximal value.
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To obtain the equations which determine xm and tan at
equations, setting dmax = 6,

let us form two

8 = (y., -- Yz-l) cos = -- (x_ -- xi--l) sin =;

_;,_,(xm)=tg_.

(2)

(3)

Solving equations (2) and (3) jointly, we find the values of tan _ and xm.

Further, considering that point K is the point of intersection of the found

straight line and the curve _h--l(X),we find the coordinates of point K from the
equations

Y_ -- yt-_ = (xl-- xt-t)tg _;

yt = q_k-, (xt)

(4)

(_)

and the values of the segments Axi and Ayi: /104

Axi = Xi -- Xi-- I;

Ayi -----Yi _ Yi-lo

Unfortunately, this method is not very suitable for practical applications,

because it is associated with a large number of cumbersome computations. For

example, for the typical case when y=q_(x)=A.O+Bx2-t-gx+D, equations (2)
and (3) take the form

6 = (Ax_ + Bxi + Cx,. + D -- Yi-l) cos _x-- (x,, -- xi-,) sin a;

tg a = 3Ax_ + 2Bx,,, + C.

(2')

(3')

The solution of these equations on a computer requires considerable time
and mav introduce add_t_on_] errors dur_n_ the cs/culation. Therefore. _t _

more advisable to perform suitable algebraic transformations and reduce the

system of equations to an equation with a single unknown, after which the com-

putational process is automated.

For our example, after exclusion of tan _ from the first equation, we

will have an equation of 6_h degree in xm

t_-, (x.) = ,,0<+ ,,:i + ._._ + _,xl + a,_i + ,,:. + _, = o, (6)
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where

ao ---- 4A_;

ax = 4AB-- 12A2xt_l;

a2 = 9A2xi-i -- 14ABxt_l -t- B 2 -- 9A26_;

a3 ---" 12ABx__ l -- 4ACxi-I _ 4B2xi-1 _ 4AD .+ 4Ayi-i _ 12AB6t

a4 = 6ACx__ 1 + 6ADxt_i -- 6Axi--lyl-i + 4B2x__ I -- 2BD + 2Byi-i

-- 2BCx__l _ 4B_6 _ -- 6AC5";

a6 ---- 4BCx__ 1 + 4BDxt_I -- 4Bx__gJl-i _ 4BC6_;

a6 = C_x__l + 2CDxi_l -- 2Cxi-lyi-i _ 520 + Y2_ t _ 2Dyi-i + D _ -- _2.

The real root of equation (6), which is of interest to us, can be found

by solving this equation by one of the approximate methods (refs. i and 2),

after first computing the coefficients a0; ax ... ae and determining the limits

of the desired root.

However, with a more detailed consideration of the described method we

find that for its realization a large number of cumbersome computations are

required. Moreover, for each new function y = _(x) it is necessary to perform

a series of algebraic transformations and to solve the system of equations (2)

and (3). Therefore, we considered it more advisable to make use of the approx-

imate method for the solution of this problem on the Ural computer (ref. 3).

2. Approximate Method of Solution

The approximate method of determination of the values of segments /105

Ax and Ay is based on a series of sequential trials. First we assume the

arbitrary segment £D:i and for this value we compute Ay i. Then, using the

equation for d

d

(y -- yI_I )AXi -- (x -- x i_l ) A Yi

VAy_+A:

we compute the values of dl; _; d3; _, corresponding to the values of Ax T

= x - Xi_l, equal to 0.2Axl, 0.4Axi, 0.6Axl and 0.8Axi, where each time a

comparison is made of the values of d with 6. If d < 6 at all four points,

the initial value of Ax i is increased by 0.2Axi, and all the operations are
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.cyclically repeated, until at some cycle we obtain d _ 8. As soon as this

cohdition is satisfied, quantities Zixi and_y i obtained in the preceding cycle

are printed out.

If the initial value of fkxi was such that with the computation of d con-

dition d > 8 was satisfied, we make a reduction of Z_xi by O.2Zhx i and again

compute the values of d at the four points. This process is continued until

the condition d g 6 is satisfied at all four points.

As soon as this occurs, the current values of £_xi and _Yi a.-e printed out

and a transition is made to the following elementary segment, i.e., to the com-

putation of the following value of Zixi, where the initial value of the following

segment is taken to be the value printed out for the preceding segment. For

monotonically varying smooth curves, such an assumption of the initial value

of Zhxi ensures rapid determination of the required value of Zkxi.

With this method of calculation all segments obtained lie in a tolerance

of 20 percent with relation to the maximal possible segment on the given por-

tion of the curve. To illustrate this approximate method, we compiled the

program for the calculation of an airplane wing profile contour.

Logical Scheme of the Program

The profile contour is specified at equal intervals along the X-axis

(fig. l) by the coordinates of the reference points: y,; Y2;-.-; Yk.

Between the reference points Yk and Yk+l the intermediate ordinates are

determined from the Gaussian interpolation equation

Yi ---- Y_ °c Ak+o.5 • u -}- u (u -- t) A_ -}- u (u -- t) (u + t) As
2! 31 k+o.5

u (u -- t) (,, + t) (--2) ^.4+ +
41 _ " " " '

(7)

where Yi

Yk

X.
I

A_+o.s

is the desired ordinate;

is the ordinate just preceding the desired ordinate;
I

is the current value of x on the given interval x_ =_ Axt

(here t = 0.5, 1.5,..., i); 1==o,5

is a first order difference;

is a second order difference;
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Figure 3- Approximate method for calculation of airplane wing profile

contour, l, conversion of A, A 2 and A B from decimal system to binary;

2, computation of A, B, C; 3, beginning of X k segment; 4, entry into

adder of
i

Axt+1 and calculation of _.
I=_.5

_t +a_':+ t ; 5, determination of

i

the sign of (_ AVe +a.,+O _(Xk+1_Xk); 6, entry into the adder of a::+,
I=_,5

and calculation of _: +AT+l; 7, calculation of A--y_+I:8, com-
i=_.5

parison of 0 with 0, I, 2, 3 with the calculation of a..a., a..a°;

.

9, check of a_+l<AUma x, i0, calculation of V a_.i+l+AY:+I; ii, deter-

mination of the sign of the difference between the counter content

and the number 3; 12, calculation of _Q 13, calculation of d--;

14, comparison of 6 with _; 15, check of the sign of the difference

between the counter content and the number 3; 16, check of the sign of

i

(_.A-_t +_l+i)--_h+1--_h ): 17, recording of the four-fold computation of
1--0.5

and check of the fact of reduction of AT+I; 18, increase of

l

Ax;+ l and check of AZ_I<_ 19, check of the sign of _, axl +_+l)
I-_,5

--_h+l --_ ); 20, check of the fact of the four-fold computation of d;

21, reduction of ax_+_ and recording of the fact of a reduction;

22, conversion of the current values of2_and2_into the binary-decimal

system; 23, conversion of the preceding values of2_Tand A7 into the

binary-decimal system; 24, printout of h_Tand2_; 25, comparison of

with _k+l --_h);

i

26, restoration of zeros in operating cells and _a_t
1=0.5

transfer to CXk+r-Xk+0; 27, verification of the sign of

t+i
-_k+,-_); 28. calculation of (_..,-xh )-_, aT, .

l=g).5

I

E
I=0.5
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The differences are determined as follows

is a third order difference, etc.;

(here a is the distance between the reference points of the

profile)•

Y,, _ Yh-1 = Ah--o.5;

Yl,+2 _ Yh+l -----Ah+l.5;

Ak+o,s -- Ak-o.5 = A_;

Ah+l.s -- A_+o.s = A2+l.
A_+o.s;

The program provides for finding the values of the projections Ax i and

Ayi, which are obtained as a result of approximation of the curve _(x) by

the broken line with the error 8. In our case _k(x) is determined by equation

(7), in which the terms containing differences higher than 3rd are not taken

into account•

Since in the program for the computations we operate with the increments

of the ordinates and not with the ordinates themselves, the equations which

are used in the calculations are written in the form

A-j= 3+ B'Zf,+ C;,, (8)

where
_3

A- l_+o.s.
a :j• 31 '

B = a* •2"-"'q '

C - _k+o.5
a. 11 a.21 a.;51 '

Here x, y, d and _are the representations of the quantities x_ y, d and A in

the scale selected for the calculations.

The numerical material in the program is given in the form of _, _-2 and

_3 for each interval. Since in the digital computers the storage of the

numerical material in the machine memory and the performance of the logic

and arithmetic operations on them is accomplished in the binary system_ the

necessity arises for preliminary conversion of the initial decimal numbers

into the binary system (this is shown in the first block in fig. 3). From the
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• initial data we find the coefficients A, B, C of equation (8) for all segments

of the contour and store them in the memory.

For the determination of Ax_ and A_i we proceed as follows. We take the

segment A_'i, which is taken equal to the printed-out value of A__I, then we

divide A_; into 5 portions and for each value of Ax, equal to 0.2_;; 0.4A_.;

0.6A_;; 0.8A_, we calculate _ from equation (9). For each of the enumerated

values in equation (9) only the numerator changes, the denominator remaining

the same. Consequently, when we compute d for 0.2A_;, we calculate the de-

nominator of expression (9); in all remaining cases this branch of the program

is bypassed by the introduction into the program of a special comparison

element.

We must note that A_, corresponding to the Axe, assignable in the /108

linear interpolator, cannot exceed the definite value _Ymax = £_Tmax because

of structural considerations. If this condition is not satisfied, A_; are

reduced by 0.2A_. Comparison of the indication of the special counter with

the number 3 provides for the computation of d four times: for 0.2Ax;; 0.4Axe;

0,6Ax i and 0.8A_]. The result of the comparison is stored. With the computa-

tion of Ay--Tusing expression (8)

i

= Z
i=O. 5

where t = 0.5, 1.5, 2.5,..., i, sincewith computation of A_ on each (_k+_;Xk_

segment the coordinate origin is transferred to to the point with the coordinates

X_. Y_ After the comoutation of each value of I_I a comparison of ]dl with I_I

is made.

Depending on the result of the comparison, we either transfer to the com-

putation of the following value of I_I with 161_Idl, or to the reduction of

Ax_ by 0,2 Ax_ with I_I _ Idl •

If the given value of A_ satisfies the condition 18"1 > Id-I in all four

cases and prior to this _, has not been diminished, we increase Ax-] by 0.2 Ax_

and perform all computations from the beginning.
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Increasing is continued until Idl becomesgreater than I_I. In this case
the preceding value of Ax--_.,for which [[[ > [_[] is printed out, where every "

l i--X

time, after printing, a computation is made of the sum _ A_ Ag+ A_,.
/-0.5 l=0,5

If with the condition [_1 > Ill there was a reduction, we transfer to printing
of the current results. Reduction of A_ takes place in two cases: when _he

Aye, computed using equation (8) for the value of A_, exceeded the limit _Ymax

and when IK] < [d] with verification of this condition after computation of ]dl"

Reduction of Ax, in the case I[[ <.Id] for any of the values: 0.2A_;0.4_;; 0.6A_

and 0.SAx;, if there was no increase, continues until for all these values I_I

becomes greater than [_]. In this case the current value of _; is printed

out. If there was a reduction, then with I_I < I_I the preceding value is

printed out.

Prior to printing, the values of Ax_ and A_ are converted by a special

preliminary program from the binary notation system to binary-decimal. After

printing of the values of A_ and A_ a comparison is made of the quantities

i+,

Z _7,_d
1=0,6

sign of

(Xk+,--Xk). If these quantities are not equal, then we verify the

i

(Z _;_+A_;)-(_+_-_)
l_0.$

If the difference is a negative quantity, a new value of Axi+, = Axt is

assumed and all the computations discussed above are performed. However, when

the difference is a positive quantity, this indicates transfer beyond the limits

of the segment [Xk+,--Xk].

Transfer beyond the limits [Xk+,--Xk] to segment [Xk+,--Xk+,], which is

characterized by its coefficients A_+,, Bh+,

ways.

(i) If with transfer to the new segment

and Ch+,, can take place in two

i

l=O,t,

(fig. 4),in this case the preceding value of _L+, and A_i+l,is printed out, which
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Figure 4

_L¢'I

ql
_°,

in the present case will be equal to zero, because each time after printing

there is a restoration of zero in the cells from which the preceding values

were printed out.

i+x

After comparison of _ A_ with (X_+,--X_) we find the difference

i_t l-----o.i

(X,+, -- _,) __ _ AxS. which we take as the next value of A_', and we compute
l_--_,_

L+I 1+1

for the values 0.2 [(X,+. -- X,) -- _] A_I;0.4I(X_+_--Xh)--_ A_I;...; 0.8[(Xk+,
i-{-X 1=0_ l----O,J

--Xk)-- Z AXl]. If in all four cases < lwlwethen print out the current

l_,l; l+x

results. There may be a case when the segment (Xk+,--Xk) --_A_l is too
l=@,g

i+I

large; we reduce it by 0.2[(_k+,--Xk)--_ _,] until is less th_ Igl in
l==o,l

all four cases, then print out the current values of Axl+, and Ayl+, , and per-

form all the computations described above with the new difference.

(2) Transfer beyond the boundary (X_+,--)V_) of the segment occurs with

_'-cr__z__.,._ _ _ of th_ _xt Ax_..._by 0.2 Ax;+, (fig. 5). In this case a printout

is made of the preceding results, and after comparison of _, A_l with

(X,+,--)_,) a verification is made of the condition (_ _ _- _;+,) -- (Xk+, -- X,).
1==o,6 i+x

As a result we find, as in the preceding case @_+,-- _A)-- Y, a_,.
1.,,-o,5 i+t

After computation of d for 0.2; 0.4; 0.6 and 0.8 (X_+,--X,)--_. Ax-t /ii0
I_-_._

and verification of the condition I_I<161 , the current results are printed
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Figure 5

i+2

out and we find the new sum _ AXe, which is equal to (A'--k+,--A'--k).Consequently,
l_0.6

we terminate the operational cycle with the given coefficients and_ on the cycle

termination command, transfer to the beginning of the program.

This program was computed out on the Ural computer, where for the computa-

tion of 36 segments, each of which was given by the equation y : Akx34-Bkx 2

ncChx $ D, only 30 min was required, while the computation of a single check

point by an experienced human computer using a desk keyboard machine required
60 min.

In conclusion we can state that the approximate method is more universal

than the exact method, because for any continuous function _(x) the basic

program does not change, only the preparatory program for the computation of

the function _(x) changes. In the remaining particular cases the exact method

may be more effective, since it is logically simpler than the approximate
method.

The use of a universal digital computer for the automation of the process

of the preparation of the program for the control of a machine tool is advis-

able, because it accelerates the process of the preparation of the program

and reduces the number of possible errors.
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SPECIALIZED COMPUTER FOR THE SPECIFICATION OF THE MOTION OF

A SYSTEM ALONG A STRAIGHT LINE, PARABOLA AND CIRCLE

V. V. Karibskiy

Specialized digital computers--interpolators--are used in cases when

it is necessary to provide movement between two reference points along a

straight line, parabola or circle, i.e., in accordance with the equations
of the form

y= 8x; (i)

y = Ax _+ Bx; (2)

y=_/R'+x'; (3)

where A and B are constant coefficients, R is the radius of the circle.

Interpolation devices have found particularly wide application in systems

for digital program control of milling machines for specifying the displace-

ments of the working element.

In our case the interpolator generates control pulses to two-coordinate

machine tools in the coordinates X and Y, distributed in time in accordance

with the specified interpolation law, where with the transmission of a single

pulse there is a displacement of the working element by unit length of the

selected scale.

It can be shown that for the quadratic parabola with 2_x = 1

Ay, = A "4- B:

Ayt, =- Aye,_ i + 2A;

_t

yn = __j Ayh.

On the basis of these equations _e propose a simple algorithm for the

solution of equation (2).
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To do this, it is sufficient to transmit, for the first pulse along the
"X-axis, a number of pulses along the Y-axis equal t_ the*whole part of the
quantity A + B and to store the fractional part; with the second pulse in the
X-axis we send to the Y-axis a numberof pulses equal to the whole part of the
quantity A + B + 2A, and the fractional part is added to the fraction part of
the quantity A + B. If the sumexceeds l, we send to the Y-axis a single ad-
ditional pulse, and so on.

Thus, with increase of the quantity x by unity, the preceding value /ll2

of the quantity _Yk is changed by 2A, as a result of which we have Ay k + l,

from which the whole part is transmitted in the form of pulses.

For A = 0, we have the particular case of a parabola in the form of a

straight line.

For the solution of equation (3) we can also propose a relatively simple

algorithm, for whose realization we do not require either multiplication or

extraction of the square root.

Let us assume that the movement along a circle starts from the point with

the coordinates x = 0; y = R and proceeds clockwise. It can be shown that the

1st pulse in the Y-axis must be given with x2 = 2R - l, the 2nd pulse with

x2 - x12 = 9_R - 3# and so on. For 2_X2k= x2 - Xk2 _ 1 = 22 -(2k - 1). With these

conditions the error of specification of the circle will not exceed unity of

the selected scale. However, in view of the discrete nature of the variation

of quantity x, the equalities presented above cannot always be realized, since

xl, x2, • • , x k may have fractional parts. It is necessary to change over

to the inequalities x 2 m 2R - l, x2 - x2 m 22 - 3, and so on; xi2 - xi2 - 1

22 - (2k - 1), where Xl, x2, . . , xi in equalities may have fractions.

On the basis of this discussion the solution of equation (3) can be per-

formed as follows. Quantity x2 is accumulated in the summator 1 (fig. 1).

This is accomplished quite easily using the circuit proposed by Yermilov /ll3

(ref. 1). Then 22 - 1 is set in the summator 2. With transmission of an

impulse in the X-axis, quantity 2R - 1 is subtracted from the content of

summator l; if the difference is negative, 2R - 1 is added again and the
o_ _,,i_ _o ._+ +_ +_ v_ov_ _a v2 _ _t _n snmmator i. i.e.. the number

2 2 and the subtraction is performed again, and so on, until the difference

becomes positive.

If after a successive subtraction the difference becomes positive or

equal to zero, the addition of 22 - 1 to the summator content is not per-

formed. A single pulse is sent to the Y-axis and the number 2 is subtracted

from the quantity 22 - 1. We again then perform a subtraction from the con-

tent of summator 1 of the number 22 - 3, and continue the described sequence
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Figure i. C, counter; S, summator; CU, control unit;

CR, counter-register; PG, pulse generator; TS, Tsign;

DL, delay line; O, output.

of actions until the difference becomes negative. As soon as this occurs, we

again send a pulse to the X-axis. In the process of the computation, at every
4#

moment of time there the quantity x2--_2R--(2k--l), is formed in summator I,

where _y is the number of pulses transmitted along the Y-axis and x is the

number of pulses sent along the X-axis.

The circuit shown in simplified form in figure i is constructed in ac-

cordance with the algorithms described for the solution of equations (i)-(3).

The circuit consists of two summators of the accumulating type with

transmission of the carry unit through the delay line (DL) from the lower

place to the higher, a counter register, a counter for readout of the X-

coordinate, a control unit and several auxiliary logic elements for the

transmission of pulses. In the counter-register, the summators and in the

readout counter the direction from the lower to the higher digits is shown
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•by arrows. The arrows on the lines connecting the blocks indicate in what

direction pulses can flow in a given line, where it is assumed that a pulse

cannot pass through the line against the arrow. The gates BC2 , BC1 and Bp

are open, when the triggers controlling them are in the "i" position.

i. Interpolation of a Parabola

The interpolation of a parabola involves the operation of the counter-

register, which operates only as a register (transfer of a pulse from place

to place is forbidden), the gates of the register Bp, summator l, gates of

summator 1 - BC1 , summator 2, counter X, gates By and pulse generator PG

which delivers pulses from output O.

The initial values are introduced before beginning of the operation of

the interpolator: A + B is entered in summator l; 2A in the counter-register;

in the X-counter in the supplementary code Ax is entered--the magnitude of the

projection of the interpolation segment of the X-axis, expressed by a number

of pulses. In addition, the direction of the movement along the X-axis is

specified; the direction of movement along the Y-axis is determined by the

automatic circuit from the sign of the contents of summator 1.

Then the generation of the parabola proceeds in accordance with the de-

scribed algorithm. After each elementary cycle, the whole part (wp) of AYk,

located in summator i (wp), with the aid of the pulse generator PG and the

linear interpolator (counter, By and su_nator 1 (wp)) is delivered to the

Y-axis in the form of a number of pulses, while during this time a single

pulse is sent to the X-axis.

The fractional parts of the increments _y are summed in summator 2, and

as soon as unity is accumulated there, an additional pulse formed as the re-

sult of the overflow of summator 2 is applied to the Y-axis. The formation

of the following increment Ay k + 1 is accomplished by the addition from the

counter-register of the number 2A to summator 1 through gates Bp, while the

gates BCI. All arithmetic operations take place in the interval between two

pulses of generator GP with the aid of the series of pulses delived by /ll4

by the control unit, which by input 1 is triggered by the pulse of the ter-

mination of the elementary cycle, after which, sequentially in time from the

outputs 2, 3 and 4, three pulses are applied to the circuit to perform the

arithmetic operations.
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2. Interpolation of a Circle

For the generation of the circle we basically use the same blocks, namely

the X-counter, summator 2, gates B c _ 2, triggers T1 - T3, gates B_, B+, B3,

B4, Tsign, summator l, counter-register, delay line (DL) and pulse generator

(PG). The trigger of the lowest place of the counter-register TO does not

participate in the operation and is in "zero" position all the time.

Consider the case when the motion begins from the point with the coordi-

nates x = O, y = R and proceeds in clockwise direction.

Prior to the beginning of the operation, in the X-counters in the auxil-

iary code we introduce the magnitude of the displacement along the X-axis, i.e.,

2_x, in summator 2 we enter quantity 2R - 1 and in summator 1 and in the counter-

register--zero. Prior to initiation of the operation, T1 and T 2 are set to the

"zero" state, and T 3 is set to "unity." The first pulse of the generator estab-

lishes T 3 in the "zero" state; here the pulse from the output of T 3 sets the

number 1 in summator 1 and in the counter-register, while T 2 is set in the

"unit-"y state Then we proceed to subtract from the content of summator i the

content of summator 2; if the difference is negative, trigger T 3 is set to the

"unity" state with the aid of gate B_. Then the content of summator i is added

to the content of summator 2, i.e., we recover 1 in summator 1.

The second generator pulse sets T 2 and T 3 to "zero." Pulses go from the

output of T 2 to the X-axis and to the X-counter, and as a result of setting

T3 to the "zero" state, the number 2 is formed in the counter-register, the

number 4 is formed in summator l, i.e., the square of 2. Furthermore, in ac-

cordance with the algorithm, 22 - 1 is subtracted from the number 4 and, if

the difference is negative, the described sequence of operations is repeated.

With formation of a positive difference in summator i, with the aid of

trigger Tsig n and gate B+ the number 2 is subtracted from the content of

summator 2, i.e., the number 2R - 3 is formed, and the trigger TI is set to

"unity." The addition of the content of summator 2 to the content of summator

1 is forbidden in this cycle, i.e.# the recovery of the content of summator 1

does not take place. The next generator pulse sets T 1 in the "zero" state, as

a result of which a pulse is sent from the output of T1 to the Y-axis, etc.
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All these operations are accomplished with the aid of a sequence of three
"pulses delivered by the control block at the outputs 6, 7 and 8 in response
to each generator pulse arriving at input 5.

Thus, in accordance with the sign of the difference formed in summatorI,
the generator pulses are distributed to the X- and Y-axes in accordance with
the equation of the circle. In the case whenmovementalong the circle begins
from an arbitrary point with the coordinates xo, Y0, the initial values (ini-

tial settings) must be the following: the value of the given displacement Ax
in the auxiliary code is set in the X-counter; 2y0 - 1 is in summator2;

1 - x_ - R2 + _0 in summatorl; x0 in the counter-register, where Y0 is equal

to the value of Y'0' increased to the nearest whole number.

The maximal radius of the circle is R = 2n - 1 where n is the numberof
places of summator2 without account for the sign place.

l,
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(
AIRCRAFt LONGITUDINAL STABILITY WITH AN AUTOPILOT HAVING LAG

V. S. Kislyakov

With the aid of the asymptotic methods of Krylov and Bogolyubov /ll5

(refs. 1 and 2) a study is made of the longitudinal stability of the short-

period motion of an aircraft controlled by an autopilot. The presence of a time

lag is assumed in the autopilot (ref. 3).

The longitudinal stability of an aircraft on the assumption that the auto-

pilot has a time lag was considered in references 3-6. The present paper con-

siders this problem in two versions: linear and nonlinear. The studies are

made with the aid of the asymptotic methods developed by Academicians Krylov and

Bogolyubov. The justification for the possibility of the use of the asymptotic

methods is contained in references 7 and 8.

Equations of Motion

Consider the controllable system consisting of an aircraft and autopilot

without feedback_ whose short-period motion in pitch is described by the system

of combined differential-difference equations

-_(t) + _ (t) + _,",_ (0 + _-_ (t) = o;

(t) = I [_ (t --._)l,

,_(t) = ko_ (t) + k__ (t).,._(t)

(i)

where 0 is the pitch angle;

6 is the elevator deflection angle;

_2_,_, are the aerodynamic coefficients;

k_,k_,k_ are the autopilot transfer numbers (adjustments);

T is the constant time lag.

It is assumed that f[_(t - _)] belongs to the subclass A' of the class A

of functions (ref. 9), satisfies the Dirichlet conditions and can be represented

in the form of a linear part and a small nonlinear contribution:

*Hereafter we consider +k_(/), the case kg=O.
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I [:,(t- _)j= ko(t - _)+ _q,[8"(t- _..

where k _ [at [_ (t --'r)] ]

¢ is a small parameter.

(2)

Equivalent Linearization of the System of Equations (1)

Using the Krylov-Bogolyubov Method

TJsi__ the Krylov-Bogolyubov equivalent linearization method (ref. 7,
see also refs. 4 and 10), we shall look for the linear element equivalent in the

first approximation to the nonlinear element (2). We w-rite the differential

equation of the linear element in the form

(t)= _,(A)o(t)+ _ (A)_(t), (3)

where al(A ) and a2(A ) are the coefficients of the linear element, dependent on

amplitude A.

According to reference 7, coefficients al(A ) and a2(A ) are determined by
the equations

[___ sq,(A) _sin_ _,(A) ..... I (4)

where ql(A) and _(A) are the coefficients of the expansion in a Fourier series

for n = 1.

Let _[g(t - _)] be an odd function, which with an adequate degree of ac-

curacy can be represented as

_ [o(t- _)]_ - _,(t-_), (5)

where p is a small constant (taken as a small parameter).

In this case coefficients al(A ) and a2(A ) will be determined by the
formulas

--_--.
(6)
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The combined equivalent s_stem of equations will be

CO+ M,"'_ (0+ _,} (t) + ,_8 (t) = o;

(t)= (k 3 _ 3 pA')•-
(t) = k_ (t) + ks 6 (t).

sin_l: .,.,
_. a V) ;

(7)

By means of exclusion of q(t) and 6(t), the system of equations (7) can be re-

duced to a differential equation of third order

where

"6 (t) + Bx_ (t) + B,_ (t) + B30 (t) = 0;

--m,. (3 ,) _,siner_

B, = M. + (k-
sin oJ_

W

(8)

Following the method of asymptotic approximations of Krylov and Bogolyubov,

we shall look for the periodic solution of the system of equations (1) in the

form of the formal series in the small parameter P /ll7

(t) = Aicos _p,.+ l_tq (AI_,) + P%:2 (A,_i) + ....

i=1.2.3
(9)

where u,(A,_,), u2(A, _) .... are periodic functions with the period 2_. An addi-

tional condition expressed in the absence of the first harmonic with expansion

of these functions in Fourier series is imposed on the functions.

We shall discuss first the linear version of the problem_ which is of

known independent interest.

Linear version (Generating System P = O)

In this version the controllable system aircraft-autopilot is described by

the system of so-called equations of the first approximation

_(t)+M_'_(t)+'MyO(t)+ ._ (t) = O; / (lO)
6 (t) = p,O (l -- _) + p26 (t -- T), J
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• wh.ere p,=kk#, p_=kk_, k=k--Ak(Ak-.O as p-_O).

In this case the equivalent linear equation will be

where

"6(t) + c,_ (0 + c,_ (t) + c.e (t) = o.

Qt = _z z- - _'_'6 sin tot .
IJzlVlz 0 "

c.. = ,_," + p,_ cos ,_: - p,_6 si.,,,_

c3= p,_]_ cos_.

(n)

The latter is obtained from equation (8) with p = 0.

It is known that the region of asymptotic stability of the aircraft-

autopilot system constructed in the plane of the transfer numbers of the auto'

pilot Pl and P2 is limited by a boundary curve. This is the so-called curve of

the D-partition (ref. ll). The latter separates the region of asymptotic stabil-

ity of the system from the region of periodic oscillations. Let us determine

this curve. In order that the differential equation (ll) have a periodic solu-

tion, it is sufficient that the characteristic equation corresponding to it

Xs + c_' + a2_, + c3 = 0 (12)

have purely imaginary roots.

Setting k = jw and separating the equation into real and imaginary parts,
we find

-- (o_ + (ocl = 0; /

--o_+ c3= O. / (13)

I'n'ln _ _ _ -pe_-yi_ "1--"l,'l = 1,,i 1 llTI _:l -r -_ rl

......... • ......... _] values of D1 and P2" which determine the points of the

boundary of the region of asymptotic stability (points of the boundary of the

region of periodic oscillations)_ are found from the equations /ll8

Pl =

P2

[_'_z_ + (_z_ -- (o_.) sin (t)_" cos (t)t -- M-'7, "(a sin" _t].

"MZ6 COS {_T

((o'-- -_ ) cos_+m_z _ s,._ (14)
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Determination of the Critical and Permissible
Autopilot Lag Times

Let us further determine _cr (critical) which, as experience shows, has a

significant effect on the permissible adjustments of the autopilot and par-
ticularly on the quantity P2" For simplicity let us consider the case when

Pl = O. Then equation (ii) has the form

!
We introduce as a new independent variable the dimensionless time u = 0,---_"

Then we have d I d
dt 0..64_ du '

d2 t d2
dt z 0.64'_ du2 "

The transformed equation will be

(16)

Using the Krylov-Bogolyubov method of equivalent linearization, we trans-

form equation (16) to the form

where

(.) + a_b 04 + a,e (u) = O,

al _-- 0.64_l___ _ _ 0.64'_'p_ sin 7 a
S2

a2 = 0.64'r_M_ 4- 0.64'r_p2M_ cos -_- f].

(17)

The characteristic equation corresponding to (17) has the form

_.2 + alk + a2 = O. (18)

The boundary of the region of stability of equation (18) can be determined
from the condition

162



A._ x _ a I = 0, (19)*

where An_ I is the (n - l)th Hurwitz determinant.

Condition (19) obtains with

/Hz=_ -- 0.64Tp=M_ sin -_ oT = o. (20)

Thus, Tcr will be equal to

Tcr =

n n x _<1, a rough estimate of _crSince sin-_D/Q is a limited quantity 0<_in_/-_

can be obtained from formula

_cr _ p,M---=_-_• (_)

This rough estimate does not differ from the exact value by more than 20 percent

with the variation 0 _ _ _ 0.7.

Let us determine the permissible value of the lag time T for which there
per

is asymptotic stability of the aircraft-autopilot system. This is guaranteed by

the inequality

A,-t = ax>0, a..>0. (23)

We rewrite inequality (23) in the fu_'m

__Q __ sin-_ f_
:>0. (24)

*The case a2 = 0 is of less interest.

163



Thus, _per (permissible) is determined from the condition

Tper < _cr =

M_z z

(25)
sin-_-

or roughly from the condition

_ " l (26)
_per.< _cr _ pIM_ '

EXAMPLE. Let us take specific aerodynamic coefficients corresponding to a

turbojet fighter (ref. 12) which has the following specifications: G = 6900 kg;

L = 10.6 kg; S = 21.4 m2; b A = 1.95 m; the aerodynamic coefficients with Cu=0.4;

M_*" = 14,3; _M--_= 11&5. Coefficient M_,computed from the equation for the

value m_--0,0|, taken from the graph (see ref. 12 p. 225)_ is equal to I

_= __ I_rnz8_ = 324.0.0i.57.3 = 200.
' r_ 0.92

Substituting the numerical values of the coefficients into (14) and pick- /120

ing various values of w, we determine with the aid of the D-partition curve the

region of stability of the considered system in the plane of the transfer num-

bers of the autopilot Pl and P2"

The results of the computation for values of the lag _ equal to O, O.Ol_

0.I, 0.2 and 0.4 see are presented in the figure. From the figure we see that

with increase of _ the region of stability of the aircraft-autopilot system is

notably decreased.

For comparison we also present the numerical estimate which is obtained

from equation (22) and the results of an exact calculation for the values of the

autopilot transfer numbers Pl = 0, P2 = 7.13 and Pl = 0, P2 = 0.9. In the first

case _^r = 0.01 sec (exact result is Tcr = 0.01 sec). In the second case
_cr = 5.08 sec (exact result is _cr = 0.1 see).

*In the notation of reference 12, aI and a 2 are used in place of _-_zz, _.

1The numerical value of_}_ computed in reference 6 and equal to 3.54 must be

considered in error_ because in its calculation the author did not take account

of the dimensionality of the remaining aerodynamic coefficients.
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D-partition curves for various _, constructed
in the plane of autopilot transfer numbers.

Let us comparethis numerical estimate of Tper with that obtained using the

Razumikhin equations from the stability conditions obtained by Lyapunov's method
(ref. 6). For the values Pl = 0.0175, P2 = 0.35 and M_ = 200, _per < Tcr , the

value found using the Krylov-Bogolyubov methodI will be Tper < 0.4 sec. Using

Razumikhin equations for the values cI = l, c2 = 20 and .M_=S.54 _,M_=c_;

p2M_:c_), the maximal permissible value of the lag Tper max = 0.017 sec.

Thus, the estimates determined using the Razumikhin equations are quite rough.

Nonlinear Version (p _ 0)

Let us turn to equation (8). With fixed values oi _he amp±_u_ _,

equation (8) is a linear differential equation. Its corresponding characteristic

equation will be

_.s + Bz_2 + B_. + B8 = 0.

lIn the linear version the Krylov-Bogolyubov method gives an exact result

(ref. 8).
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Let us determine the periodic oscillations (auto-oscillations) which are
possible on the boundary of the region of asymptotic stability of the aircra£t-"
autopilot system. Setting k = j_in equation (27) and dividing the equation
into real and imaginary parts, we obtain

_=B= -[- B3 = 0. J (28)

Substituting the values of the coefficients BI, B 2 and B3, we find the expres-

sion for the amplitude of the periodic oscillations

t kMz6 (_k b sin ¢_T--[-kO cos oT) -- ¢o*_'_ z _*/,

A

/
T PMz (_kb sin _'¢ + k_,cos ¢o'¢) /

(29)

The frequencies of the periodic oscillations w i are determined from a graphical
solution of the transcendental equation

tgco_= . (30)

Thus, as the first approximation for the solution of equation (I), we have the

expression

_' (t) = A_ cos ¢oit (i-= l, 2, 3), (31)

in which the amplitudes Ai(i = i, 2, 3) are determined from equation (29), and

the corresponding frequencies which satisfy equations (29) and (30) are deter-

mined from the graphical solution of the transcendental equation (30). Similar

to theway this was done for the equation of the first order in reference 7, it

is easy to show that only a finite number of frequencies m = 3 satisfy equations

(29) and (30).

With the second approximation of the solution of equation (i), neglecting

quantities of the order of smallness of p2 , we have

(t) = A_cos_t + pu_(A_, _,) (i = 1,2, 3). (32)
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In our case

i cos 3_ (t--_)
u, -- 32 _" (33)

Then the second approximation has the form

and so on.

p cos3_ i (t -- _)

(t) = A, coso_t -[- _2 ,_ (34)

Stability Analysis of the Periodic Solutions

For the study of the stability of the periodic solutions, we consider/122
the (n - 1)th Hurwitz determinant of equation (27)

RCA _= A, = B,B, -- Bs. (39)

Since R(A ) is a function of the amplitude, the oscillations described by equa-

tion (27) can be stable with some values of A and unstable with others. The

oscillations on the boundary of the region of asymptotic oscillatory stability

will be stable if

(36)

Similar to the way this is done in reference 7, i.e., determining from expres-

sion (39) the values u±-_and^_ v- and using for finding _ any of the equal-

(dR(A,] :0 i.e
ities (28), it is easy to show that in the considered case \_]s-_ _ "'

A = 0 is the bifurcation point•

The oscillations are stable in the small, since the quantity dR_A* with

A _ 0 remains positive. In this case, according to Bautin, the boundary is

"safe" in the small.
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Conclusions

From the study using the Krylov-Bogolyubov methods of the longitudinal

stability of an aircraft with autopilot performing short-period motions, we

can draw the following conclusions.

1. The presence of lag in the autopilot has a significant effect on the

stability of the aircraft. This effect is manifested primarily in a consider-

able narrowing of the region of stability of the system as constructed in the

plane of the transfer numbers of the autopilot.

2. Neglect of the lag can lead to the selection of autopilot adjustments

outside the region of asymptotic stability of the system, i.e., to instability.

3. The permissible magnitude of the lag in the autopilot _per < Tcr de-

pends on and is determined by the value of the coefficients_" (see reT. 12)

and M_. With a given value of the lag T the aerodynamic coefficients _z and

M_determine the permissible adjustments of the autopilot.

4. The steady-state periodic oscillations (auto-oscillations) which occur

on the boundary of the region of asymptotic stability of the considered system

are stable in the small, i.e., the boundary according to Bautin is safe in the
small.

lJ

o
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A METHOD OF SYNTHESIS OF CONTROLLED SYST_WS

A. I. Moroz

i. Statement of the Problem

We have the system of differential equations describing the controlled/124

system

'_]h = _] bha'q,,-4-tnk_ (k- 1 ..... n). (1)

Here _ are the generalized coordinates of the system; _ is the control co-

ordinate. The coefficients bka and mk are considered given. Consider the phase

space of the variables _l_ _2_ ..._ _ _. We select in this space the initial

point M0(_l_0 _3 _3 -.., _0) (we consider that (_)2+(_)_+..-+(_)2+(_°)2=_=0].)

A. M. Letov posed the problem amounting to the following. We are required

to determine the control law _ for the system such that the imaging point from

the initial positionM 0 arrives on the sphere of arbitrarily selected radius 6

after the specified time t* and for all t > t* remains within this sphere.

2. Method of Solution

We note that the equation of the control has not yet been specified. We

consider that the closed system system-control has the property that the dif-

ferential equations corresponding to it have the first integral:

where

"q:+ ,l: +... + ,]_ + P = Rge-'_',
n

,_, = y,(n_)_+ (_o)_,p_o.
k=l.

(2)
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By suitable choice of P3 we can for fixed 8 > 0 and btime t* make X71_-_-_=_8
• and this will be satisfied for all t > t*.

Each differential equation must have a control variable in order to satisfy

(2). For this we differentiate equation (2) with respect to t and, replacing

in the left side all _(k = l, 2, ..., n) from (1), and in the right side re-

placing RoRe-2P t from (2), we express _ in terms of the remaining variables.

Thus we obtain the differential equation of the control

n

. y, _ (b_=+ 8,,,,p)n_n.
_=-_,,m.n,,-p_- " "

where 8ka is the Kronecker symbol.

Thus, the differential equations having the first integral

__a111 + _' = Roe -'Pt
k==%

and describing the closed controlled system are the following

Q_lt

2 °n _ (bka + 6_Qp) -,lklla

_ -- - )_.3_n_ - P_- _ °
g

(3)

We have a nonlinearity in the right side of the system. With E = 0 the condi-

tions of the Cauchy problem are not satisfied• The effect of the nonlinearity

on the solution of system (3) is studied in the present paper.

____ __....m_l_....._ _ +v. Rna el s_ tv (wi.thout limitation of generality in principle)

we set k = 1 and denote _ by _; b1 by b and m I by n.

1 Analysis of the System

We have the problem of analysis of the system of differential equations

= --nn --p_--(b+ p)n' / (4)
.
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6

The nonlinearity in the right side will drop out if we select p = -b, but this

case is not of interest because then the connection of the control to the system

does not offer any improvement; in the future we shall therefore consider that

p _ -b. The solution of the Cauchyproblem for the given system exists and is

unique in any closed part of the plane where the right sides of the equations

are continuous and satisfy the Lipshits condition_ i.e._ in closed parts of the

plane which do not contain the axis _ = O.

For the study of the behavior of the integral curves in the phase plane _

we consider the equation

d.._ p_+,_ + (b+ p)_, (5)

Let us always set p > O.

Let us characterize the quadratic form p_=+ n_+(b +p)_= = U(_, _).

1. U(_ _) is sign-definite_ if

_2

P(b + p)--T >0. (6)

Whence it follows that p > -b.

The possible cases are

,_>0, b>O; (7)

n>O, b<O; (8)

,_<0, b_./_ (9)

,z<O, a>o. (io)

We see that all of them give qualitatively the same pattern in the phase plane.

For definiteness we shall consider (7) and (9).

Let p = n = b = l, satisfying (6) and (7).

On the straight line _ + _ = 0 the phase trajectories have vertical tan-

gents_ since the slope at the points of this straight line d_/d_ = _.

d_
With _ =0;__----I •

We find the asymptotic direction of the integral curves, for which we set

= a_, where _ is a still-unknown number designating the slope of the asymptote.
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Whence d_/d_ = a and, substituting this into equation (2), we obtain the

algebraic equation for the determination of a

n=' + (b + p) =" + n= + (b + p) = O.

We have the single root = = -- b +___pp.By substitution we verify that _ + 2_ = 0

is a solution of equation (5), i.e., this straight line is the integral curve of

our system. It should be noted that the isoclines (curves where the tangent to

the phase trajectory has the same direction) will be the straight lines

_-_ kb -}- n + V (kb -- n)2 -- 4p (kn--_-b+p)

where k is the slope of the tangent to the integral curve. The behavior of the

integral curves in cases (6) and (7) is shown in figure 1. The imaging point

moves as shown by the arrows. For definiteness let us set p = 2, b = -1, n = -1,

satisfying (6) and (9). The vertical tangent to the phase trajectory will be on

the straight line _ + _ = 0. By the same method we find the asymptote--the in-

tegral curve _ - _ = O. This case is shown in figure 2.

Its

2. Let p(b--I--p)---_-<O.

Then U(_, _) breaks down into two linear forms, i.e.,

(ii)

u (_,_)= u,(_,_)u,(_,_).

The possible cases on which the behavior of the integral curves depend are

b + p < o, (12)

b+p>O. (13)

On the straight lines Ul(_, _) = 0 an_ U2(_ , _) = 0 Lh_ h_b=6_al I_

curves have a horizontal tangent. All these constructions are carried out in

order to isolate the regions where the phase trajectories only increase or only

decrease. Since the isoclines are straight lines and the numerator and denom-

inator in (2) break down into linear forms, the slope of the tangents will

change sign only on the straight lines where d_/d_ becomes zero or infinite.

For definiteness let us set p = I, b = -2, n = -i, where they satisfy (ii)

and (12). The equation of the phase trajectory_ which is the asymptote, will
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Figure i

Figure 2
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be _ + _ = 0. With _ = 0 d_/d_ = i. The integral curves intersect the axis
"_ = 0 at an angle whose tangent is equal to 1. On the straight line _ + 2_ = 0,

d_/d_ = _. The nature of the construction of the integral curves in the case

(ii) and (12) is shown in figure 3.

The nature of the behavior of the curves does not depend on the sign of n.

Figure 4 presents the same case with n > O. Arrows indicate the direction in

which the imaging point moves along the trajectory. With conditions (ii) and

(12) the coordinate origin will be a stable singular point. But this version

is unsatisfactory, since the connection of the control to the system does not

offer us anything concrete (at least we cannot state that the characteristic of

the system of interest to us is improved).

Let conditions (Ii) and (13) be satisfied and n > O. For definiteness we

set p = 2, b = i, n = -3. The asymptote is the integral curve 3_ - _ = 0.

Using the same methods as before_ we determine the nature of the behavior of

the integral curves in the phase plane. From figure 5 we see that in this case

the imaging point comes to the axis _ = 0 and remains there. The case n > 0 is

analogous. Now we can draw certain conclusions.

In all cases of interest to us the nature of the behavior of the phase

trajectories is the same. The imaging point moves from infinity to the straight

line _ = O, where it remains. It cannot leave the straight line, because it

would have to go counter to the motion in the phase plane specified by the sys-

tem of differential equations. In other words, if there is specified a dis-

turbance of the system under the condition that the control is in the null posi-

tion, then the control signal will not arise, i.e., the connection of the

control to the system will not have the required effect. Attempts have been

made to eliminate this deficiency, which is the result of the nonlinearity in

the right side of the system (the smaller I_I, the higher is the rate of its

decrease, i.e., in the vicinity of axis _ = 0 there is a decrease of I_I).

We can "impose" on the system any first integral, hoping by suitable choice

of the integral to find a positive solution of the problem.

Assume that the system has the first integral

n'+ _'/'= R_ -'Q'

Such a system is

•q = n_ -5,brl;

| 4

= --3p_--3 (b+ p)_zn'--3._,-n,

The right sides satisfy the conditions of the Cauchy problem on any finite

portion of the plane. The single singular point is at the coordinate origin.
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Figure 3

Figure 4
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Figure 5

Let us study it.

linear system
Consider the linear system which corresponds to the non-

Its characteristic equation is

-- 3p -- ;k 0 I = (3p -I-- ;_) (_. -- b) = O.n b--_,

If D > 0 and b < O, the coordinate origin is a stable node. For definite-

ness, let p = 2, b = -1, n = 1. Then the equation for which we are studying t_e
phase pattern will be

dn n --
d_ 1 4

This case is shown in figure 6.
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Figure 6

Here we have the same deficiency as before. With _ = 0 _--0, i.e., the

controlling action does not arise with the passage of time. Consequently, if

_°=[=0, is not specified at the initial moment the control will not function.

We will now show that if we consider p(_) = p = const, it is impossible

to solve the posed problem by selection of the first integral.

Consider the function R2(_, _).

(i) R2(_, _) is continuous and everywhere differentiable with respect to _,

where _ _ 0 and with _ = 0 there exists the one-sided derivative with respect

to _; (_._)ED (here D is a closed region);

(2) n)>o;

(3) R2(0, 0) = rain.

OR_ [To eliminate these deficiencies it is necessary that _- _=o=¢=0 and

aR2 I_- _=04= oo.

If, however, the partial derivative does not tend to zero or infinity,

aR2 aR21then it is necessary tha't -_- _=o+0" _ _=0-0 _ 0.
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But these requirements cannot be satisfied, because conditions 1-3 are

imposed on _'(_. _). This is all valid for the case p(_)= p=eonst, where p > -b
(p < -b is not of interest to us). In the future the functions p(E) will be
found, for which this defect will be eliminated; however, other difficulties
appear here.

Hereafter, we shall consider systems which have a first integral of the
form

t

P

where p (_) =/t: const •

We shall now choose p(_) so that we can avoid the deficiencies discussed

above. To do this, we require the following of p(_)

(1) p(_) is continuous with/_l<M;

(2) p(_)=--b with_= 0;

(3) P(_)>--b for _=/=0;

(4) for any e > 0 there exists 6 > 0 such that if l_l>6, then Ip(_)--p*l_e.

An example of such a function may be

p(_)= (p*+b)_,
t+_,, --b

or

2

p ([) = (b + p*) e _' -- b.

The t'-qi-f'-f'e_'r'_'n-h-TR-I a,m_T.-icwn_ ,.-,-P "l-.h_ _ln.q_ c_cmt-ec)ll_.c] .qv._f._m _'nr .mirth

p(_) will be

or

=b_--nq--(b+P*)(P+n')_" |
1 +_"

= n_ + bn ] (14)
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= + bq.

i

We have the problem of studying the phase plot of these equations. To do

this we consider the system (14) with the coefficients (this does not restrict

dn
the generality) 9" = 2, b =--i, n = I. -_--oo. On the curve _+ (|_-_9_4-

2_3_-_ =0 (fig. 7). The tangent to the integral curve at the points of the

straight line _ - _ = 0 is horizontal. The system has a single singular point

at the coordinate origin. Let us consider at the point (03 O) the shortened

system

=

Its characteristic equation is (I+ _)2__ 1 = 0. The roots are X, =--l+i ,

d11
12=--l--i, i.e._ we have a stable focus. On the straight line _--0 _ = I •
The behavior of the integral curves is shown in figure 7.

Figure 7
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The same is also obtained for the system (lS).

For the points of the plane where l_J > 6 (6 > 0 is some fixed number) the

damping of the periodic process is determined by the parameter p*.

We can describe about the coordinate origin a sphere of arbitrarily small

radius 6 > 0 and state the problem as follows. Select the function p(_) and

the parameter p* so that the imaging point arrives from the initial position
n

M°(n:, ,h°.... , R: = y, + 4=o,

where [_0[_ _fix to this sphere in the specified time t*. This problem has

been solved.

If, however, M0 is such that _0 = 0, then let us see what difficulties

arise in the solution of this problem.

In case (14) with _ = 0, n4=0we will have _ _ O, i.e., with the occurrence

of a disturbance of the system, a control signal appears. The function p(_) is

chosen so that if at the initial instant _ _ 0 and is sufficiently large, then

_tJ-_.<R_e-2_P'-%')t,where _'>0, i.e., if we make a suitable choice of p*, we can

make the degree of damping of the transient process whatever we need.

However, near the axis _ = 0 p(_)_-----b, i.e., the problem cannot be solved

(it is not possible to obtain any desired degree of damping by selection of p*).

The function p(_) depends on the parameter p*, and if we increase p*, then with

any fixed _ the ordinate of p(_) increases approximately proportionately, and

t

it would seem that, since _'+_'=R_ 0 the degree of damping must increase

However, as we see from figure 7, the integral curves, which take the initial

values on the straight line E = 0 (which is the case in practice), cannot pass

through the parts of the plane where E takes large values, because there is a

separating integral curve (separatrix), beyond which these trajectories cannot

go. With increase of Q* the separatrix is "squeezed" to the axis _ = O.

Thereby the region of variation of E is narrowed, i.e., p(E) takes values cor-

responding to smaller E, i.e., we do not obtain any effect from the increase of
_.

t

Generally speaking, since p(_')_--b and only p(O)=--b , then IP(_*)dt from
e

2
the theorem on the mean of (_2(t) varies from 0 to Emax > 0 equal to pC_t,

2
where 0_<_< Emax and since p(_,)>--b with _ _ O, then p(_>--b+_, where

w > 0 is some number, i.e., the characteristic of the closed system is improved,
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but_ as can be verified_ there exists w0 such that all w < w0_ no matter ho_
muchwe increase p*.

Consider the differential equations having a first integral of the form

. ],P>]_,1, = Ro'e-_Pt •÷
k=x /

(16)

Let k = I, and denote _i by _. Expression (16) takes the form

(,_-I- P_l)_ = Roe-_Pt,

where p = const.

Here R2 is equal to zero or reaches a minimum not only at the coordinate

origin, but also on the straight line _ + p_ = 0. From the form of this first

integral we still cannot determine how the transient process behaves, but the

equations which we obtain are linear and can be studied easily.

We have

2 @,+ Pn)(_ + p,1)= -- 2pRo_e-"Qt= -- 2p@.+ p,_)'.

Whence the equation of the control

= -- (p+ nv) _ -- (g-+ oh) n.

Combining with it the differential equation describing the system, we obtain

= -- (P -k no) _,-- (p2 -I- pb) _;

= nV_+ bn.

The characteristic equation of this system (singularity only at O) is

I n = _,= + [p(l -k n) --hi _, Jc nP_--P b=O.
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Figure 8

Its roots are

b--p (I+ n)__ _/b =--2bp (I+ n)+ p=(I+ n)'--_p" + 4pb
2 -- V 4

or

From this we see that by selecting p adequately large_ we can make the

degree of damping of the transient process as large as desired. Here the new

requirement that n > 0 appears. This case is shown in figure 8.

Conclusions

The question on how the posed problem has been solved can be answered as

follows. With the use of the original method of solution, when the integral

which was "imposed" on the system had the form
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• m

where R2(_, _) is a positive function which becomes zero only at the point

(0, O) and p = const, the solution of the system was such that the imaging "

point in the phase space came to the _ = 0 axis and remained there s i.e._

thereafter there was no damping of the transient process• Thus the problem

was not solved.

The posed problem is solved when p is a function of _ selected by the

method indicated above and the initial position in the phase space is chosen

that ..(_01> _fix; with.. [_0( < _fix the transient process in the closed con-so

trolled system damps more rapidly than without the control s but the degree of

this damping cannot be made anything desired.

If R2(_, _) is selected from the functions which vanish not only at the

coordinate origin s then by means of the selection p = const the degree of

damping can be made arbitrarily large.

Consequently_ the method proposed by Letov permits solution of the posed

problem_ if the limitations listed above are satisfied.
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OPTIMAL CONTROL IN SECOND-ORDER RELAY-PULSE SYSTEMS

V. N. Novosel'tsev

In the study of pulse systems for automatic control limitations of /136
the form

lul< N.

are usually imposed on the control actions of the system.

This limitation permits, with arbitrary initial conditions, the selection

from the a_missible range of actions of those with which we can obtain an ac-

curate result with unlimited accuracy (refs. 1 and 2). However, in real sys-

tems for automatic control the requirement on the accuracy of the end result

is usually limited to some quantity ¢.

The present paper considers the system for the automatic control of the '_

two-dimensional motion of a material point. Optimal control has as its ob-

jective the displacement of the point from an arbitrarily specified initial

position to the coordinate origin. If after termination of the control

process the point is near the coordinate origin at the distance 0 _ e and the

final velocity of the point is equal to zero, then the problem is considered

solved. This statement is equivalent to the introduction of the "success

function" g(x) having the form shown in figure 1.

The considered system is described by two finite-difference equations

x(Ik--F llh)--x(kh)-- y(kh)h; ]

y ([k+ 11h) -- y (_) = u[(k+l)h ] (i)

_ t g[x)

t.I II'.
-8 0 +8 x

Figure 1
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where x, y are the coordinates of the point on the phase plane corresponding

to the distance traveled by the point and its velocity; u is the control action

(acceleration of the point).

Since we are required to reach the coordinate origin x = y = 0 /137

with respect to x only with an accuracy to c, it is possible to limit ourselves,

from the entire range of values of the control action lul g i usually used

(without limitation of generality in the expression presented above we can

consider N = i), to only a discrete set of control actions. The simplest are

the sets containing 2 or 3 values of the control action el and _i.0).

{ct} = ( + l, -- 1);

(u} = (+ 1,0,-- 1}.

(2)

(3)

If the repetition interval of the pulses h in the relay-pulse system is

specified, the quantity y can take only values equal to ah, and x can take

only the values abh2_ where a and b are whole numbers. The minimal value of

the segment of the path traveled by such a system during the time between

pulses is clearly equal to h 2. It is convenient to take this distance to be

unity.

Thus the path traveled by the point in one cycle can be equal to _I, _2,

e3_ and so on. In the relay-pulse system with a dead zone it is also possible

to have an equilibrium position when x([k+ i]h) =x(kh); i= 1.2 ....

Consider the question of the possibility of constructing an optimal con-

trol with various values of ¢. It is evident that if in the selected scale

of time and space 2¢ < i, the construction of the optimal control for arbi-

trary initial conditions is not possible, since there exists an innumerable

set of points whose movement into the region g(x) = i is not possible. Such

a point_ for example_ is the point x = _-2---_ y=0.2 '
At the same time, with

the condition 2¢ _ i_ it is obvious that there are no such points, and in

principle it is possible to carry out the construction of optimal control

for any initial conditions. Of particular interest is the boundary case

2c = i, and we shall turn to the consideration of this case.

Hereafter_ we consider only points whose coordinates x and y are whole

numbers. Such an assumption is natural for coordinate y_ since otherwise

the system can never be found in a state of rest (y = 0). The assumption

that x is a whole number does not restrict the considered problem, because,

taking our previous remarks into account, it is evident that optimal control

of an integral point_ leading to the coordinate origin 3 is also valid for

those points for which the initial value of the coordinate x differs from

a whole number by the magnitude 0 _ e.
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a b

Figure 2

Let there be given the point for which y0 = O. Let us find the maximal

value of path Sn traveled by the point after n steps under the condition that

after termination of the process the velocity of the point is equal to O, i.e.,

Yn = O, (n > 1). For system (2) the problem obviously is meaningful only with

n even; in this case

l p

y, u, = - _. u_; i, i = 1,2..... ,_;t + p = n. _4
#

u i >0 u i <o

As is easily shown (for example, ref. 3), in this case the control has the

form shown in figure 2a, and the maximal path traveled is

This remark remains valid for even n for system (3) as well. However,

for relay-pulse system (3) it is also possible to construct the control for

odd n. In this case the maximal possible path is the area bounded by /138

the broken line of figure 2b. This area is equal to n2--t
4 "

Let us turn now to the construction of the optimal control for system

(1) with conditions (2) or (%).

First, we construct the optimal control for the points of the x axis of

the phase plane, and then, with the aid of the expression obtained, we con-

struct the control for any point of the phase plane.

The expressions presented above for Sma x can now be treated as follows:

the points most remote from the coordinate origin, from which the point (0,0)

can be reached after 2, 3, 4, ..., 2m, 2m+ l, ... steps, have the coordinate
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x equal, respectively, to i, 2, 4, ... , m2, m(m+ i), ...; (m = i, 2...). In
this case the optimal control for the points (x > O) can be written as

X _ m2_

U_ --sign C consider

K ° = 2m;.

x = m (m + 1);

u_, = -- sign [g°2t k] q- 6kz;

K°= 2m -t- 1;

K°+l. {;k=zz ' 6k. = k 4= z

sign 0 = 1); } (5)

(6)

After determining the optimal control (5) and (6), we can find the time

for the optimal transient process for all integral points of the x-axis.

Actually, on the x-axis we have, according to (5), points m2 for which

the optimal process lasts 2m steps. Consequently, for all points x > 2m of

the x-axis the process lasts longer than 2m steps.

Furthermore, according to (6) there is a region for which the optimal

process takes more than 2m + i steps. The lower boundary of this region is

point m(m + i). But this implies that for all points m2 < x <-m(m + I) the

optimal process takes no less than (2m + i) steps, i.e., if we can construct

a process lasting (2m + i) steps, it will clearly be optimal, i.e., K ° = 2m

+ 1.

This applies to relay-pulse system (3)- For relay-pulse system /139

(2), it is obvious that K ° can be only even and in this case with m 2 < x

< (m + 1)2 KO = 2m + 2 everywhere
,

We now turn to the construction of the optimal control for any point

of the x-axis with satisfaction of one of the conditions (2) or (3). Case

(2) was considered in detail in reference 3, where it was shown that for

such points the optimal control has the following form: if the position

of the point is defined by expression

Xo = n2 -k p, l _.p _% 2n q- 1, yo = O,
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then

 o={2np=1 12n -F 2, p = 2, 3 ..... 2n+ 1;

u_,= --sign [-_-- k-- 1]--26_; (7)

(in this case, if k = 2, 4, ..., 2n, then after K ° steps in our case it is

necessary to add two more steps to reach the coordinate origin u_.+, _-----Uk.+z°
----D.

On the basis of the found expression we can construct the optimal control

for any initial conditions and can represent it in the form of a convenient

"switching line," separating the phase plane into two regions, for which the

control action is constant and has different signs. The switching line for

the relay-pulse system is shown in figure 3a. The equation of the switching

line presented in reference 3 can be rewritten in symmetrical form

.o= { - 1, if x> }
+1, if x<F(x,y);

F(x,y)= y_+sI.vl+l Signx.2

(8)

Thus, the solution for relay-pulse system (2) is known. Let us construct

now the optimal control for relay-pulse system (3).

We again consider the points of the x-axis (for definiteness we set x > 0).

We select the segment of the axis containing points with the coordinates

X (n + l) 2 2
> x > n with some n. Then_ according to our previous discussion,

Y
'' ' I _ Y 1-- u_:-i

_'I ._u _':o_ _ _ u": -1

•6-5-¢-3-Z-/ _'_. -3 -; -I "%o

Z ' ..... I _' .,.,.,,,. _3 U°:+I '-- U°:+I

a b

Figure 3
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for relay-pulse system (3) we can determine the corresponding quantities K°

2nq- 1 if n_,<x.._<n(n-{- 1); } (9)
_0 _ t

2n+2, ifn(n+l)<x_(n+l) z.

Let K ° = 2n + i, n 2 < x _ n(n + i). Then, according to (6), for the points

farthest removed from the coordinate origin x = n(n + i), the optimal control

u0 has the form

--I, --1,..., --1, O, +1 ..... q-1
(io)

If the initial point is located closer to the coordinate origin by t

units, then the optimal control must change its form so that S2n + i /140

is equal to n(n + i) - t, (i -_ _ < n). Such a value of S2n + i can be ob-

tained with permutation in the sequence (9) of the quantities 0 and +i (or -l),

separated from one another by L steps

or

--1,..., --1, 0,--1,.,.,--1, ,-hi,..., +I

l

_ 1 ..... _1, Jc 1 ..... _- 1, O, -_ 1,..., _- ].

l

(lla)

(lib)

We choose as the optimal control for such points the sequence (llb). Now let_

K ° = 2n + 2, and let x be determined by the expression n(n + i) < x _ (n + i) _

For point (n + 1)2 , according to (5), we have the optimal sequence of control

actions of the form

-- i .... , -- I, _- I, ..., -_ I (12)

n+l n+x

With an even number of steps, (4) must be satisfied, therefore, by manip-

ulations of sequence (12) we shall simultaneously replace the pairs + i and -i

by zeros.

If the initial point is defined by the coordinate x = (n + i) 2 - t, then

quantity S2n + 2' corresponding to the optimal sequence of controlling actions,
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must be smaller by t than with sequence (12). Such a quantity S2n + 2 can be

obtained, in particular, if we replace by "0" the controlling action in the

(n + 1)th step; we shall replace by "0" the quantity "-l" removed from it by

steps

--1,...,-- 1; O, + 1 ..... q- 1,0+1,..., +1.
(lj

It is also possible to use the s_q ...... which is "inverted" with respect
to (13)

UK,_kULI _---m U O.

Sequences of the type (lla) and (13) thus give the optimal control for

the points of the x-axis, which are defined, respectively, by expressions

X = n(n + i) - t and x = (n + 1) 2 - t, where 1 _ t <_ n - i.

With t = 0 and x = n (n + l) or x = (n + 1) 2 the optimal control is deter-

mined by expressions (5) or (6), respectively.

For relay-pulse system (3) we can, on the basis of (llb) and (13), /141
just as for relay-pulse system (2), construct switching lines which partition

the phase plane into regions with definite values of the optimal control action.

in the present case optimal control is accomplished by the realization of two

switching lines defining the regions with values u0 = +i; 0; or -1, respectively.

In order to obtain the optimal switching lines, we consider the integral

points lying on the half-line y = -n, x > 0 on the phase plane (x, y) (fig. 4).

The optimal control for all points of the considered range, according to

(llb), (13), (5) and (6), begins with the application of u0 = -1 with

II
b_

; 2 nz n2*l In+l) z

Figure 4
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k = i, 2, ..., n.
and

After this the imaging point is on the straight line y = -n_.

Sn = n (n + t)
2

Considering the dependence of u0 on x with y = -n_ we can note that

(v + 1) (v + 2) .
u °=-1 with x-- 2 '

u ° 0 with (v+t)(v+2) >X>j v(v+l)'.
= 2 2 '

u °=+ 1 with v(v2 +t) >x> v(v2-t)'

(14)

where W =[y]

At the same time with x> (v+l)(v+2) we have u ° = -i, since, according2

to the formulas for optimal control, the first change of the magnitude oF the

optimal action for such points occurs no earlier than at the (n + l)th step.

It is easy to show also that with x<V(v--i) it is necessa1_y that2

0 v(v--i) with the use of u_ = +i, (k = i,
u = +i. Actually, the point x = 2

2, , y)moves directly to the coordinate origin, while the points x< v(v--l)
• I• 2

with displacement to the coordinate origin inevitably cross the x-axis in the

region of negative values of x.

Since consideration of the problem with x < 0 is completely analogous to

the discussion above, the intersection of the optimal trajectory with the x-axis

must occur with the minimal possible value of x. This proves the need in this

0
case for u = +i.

Now (14) can be rewritten in the form /142

U 0 =

-- 1, if X>_ v_+3v+2 "

2

O, if v2+ 3v+2 v_+ v.2 > x> --_-,

+ I, if X< v2+v
2

(15)

with (y = -n, x > 0.
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Since (15) is valid for any n_this' relationship expresses the partition
"of.the phase semiplane x > 0 into three regions with fixed v'_lues of u0. The
boundaries of these regions c_n be considered to be the broken lines joining
the integral points

x : .,02-I- 3v -{- 3 )

x = ---------"
2

Thus, the optimal control for relay-pulse system (1) with limitation (3)

has the form (llb), (13) depending on initial conditions, and a convenient

representation of the optimal control with the aid of two switching lines (16)

is possible. These switching lines are sho_m in figure 3b.

We can write an equation analogous to equatioa (8) for the relay-pulse

system with the limitation (2). It has the form

where

-- 1 x>FI(v, x);"° = o F;(v,x) > x > F; (v, x);
+ 1 x < F; (v,x),

v'+3v+ t if x_0

• 2 '

F1 = v' + v-- i if _ 0;
2 ' x

r; -- - p; (_- _).

(17)

The block diagrams of the optimal control system for the relay-pulse

systems which are realizable according to (8) and (17) are shown in figure 5.

Control Control

system system

t [-J 1 1 [ tl

b

Figure 5
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In conclusion we should say a few words on the possibilities of the use
of pulse systems with discrete assemblies of control actions in general•

Here we have considered pulse systems with a set of control actions con-
taining two or three values. Comparing (7) and (9), we can see that the use
of three values of the control action shortens the time of the optimal tran-
sient process in our system in comparison with the case of two values.

The reduction of the time of the transient process in this case can amount
to O, i, 2, or 3 steps, depending on the position of the initial point. We
should note that further increase of the numberof levels used for control
does not lead to reduction of the time for the transient process in this simple
system, although with an increase of the number of discrete control levels used
we can obtain greater accuracy of the final result.

i.

•

o
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TRANSMIT2ERAUTOTUNINGSYST}_4USINGANAITIY)MA_TICOPTIMIZER

K. B. Norkin

I. Operating Principle of System

A large number of nonautomatedtransmitters are in operation at the /144
present time. The development of a system for the automatic control of radio

transmitters is an important problem.

The choice of the criterion of optimal operation of the transmitter is

difficult in view of the variety of the possible operating regimes (frequency

and amplitude modulation, telegraphic regime, single-side band operation, etc.).

For a simplified solution of the problem we can consider that the transmitter

operates satisfactorily, if its output stage is tuned in resonance with the

frequency of the master oscillator and the antenna coupling has the specified
value.

The magnitude of the plate current ik of the power stage tube can serve as

an indicator of resonant tuning of the circuit. The variation of ik with cir-

cult tuning is shown in figure l, where the angle of rotation _ of the shaft of

the tuning knob of the output stage loop is plotted along the horizontal axis.

The relationship ik(a ) has an extremum. If we increase the antenna coupling,

the form of the relation ik(_ ) is altered (dashed curve in fig_ i). An elec-

trical signal proportional to the plate current can be obtained easily by means

of the measurement of the voltage drop across a small resistor included in the

cathode circuit of the output stage tube.

Thus. the simplified problem posed above can be solved as follows. One

system must provide for positioning of the transmitter tuning anoo, so chat

the output loop is tuned to resonance. Another system must provide for load-

ing the plate circuit to the specified value ikWith resonance. Loading is

accomplished by means of increasing the antenna coupling. The first system can

operate only with the use of automatic search. The second system is a conven-

tional automatic regulation system (ARS).

On the basis of the considerations just mentioned, the Institute of
Automation and Remote Control of the Academy of Sciences USSR (IAT) and the
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Figure i

October Radio Transmitting Center have developed a system for autotuning of

the output stage loop and a system for automatic loading.

In the system use is made of the single-channel, noise-resistant_ auto-

matic optimizer with proportional action IA01-1 (ref. i) developed at IAT and

the antenna coupling regulator (ACR), which is a very simple three-position

regulator with a dead zone.

Tuning of the transmitter was accomplished using the circuit shown in

figure 2. The retuning of the plate circuit in the transmitter Tr was accom-

plished with the use of the reversing motor M I. The motor was controlled by

the automatic optimizer. As mentioned above_ the tuning of the circuit to

resonance with the master oscillator corresponds to the minimal value of the

dc component of the current ik. The magn{tude of ik was determined by measur-

ing the voltage drop across the resistor Rk. This voltage was applied to the
input of the optimizer AO.

Simultaneously with the tuning of the plate loop in resonance, the motor

M 2 was used to regulate the antenna coupling by maintaining ik equal to a

definite value. The antenna coupling was increased or decreased with the aid

of the antenna coupling regulator (PCA in fig. 2). In this case the systems

for search and regulation operated jointly.

This system maintained the minimum of the plate current with high accuracy.

The presence of a considerable ac frequency component (50 cps) in the plate cur-

rent had practically no effect on the search process. The joint operation of

the search and regulation systems with proper selection of rates of travel did

not introduce any significant cross talk.

Th e transmitter_tu_ing lasted 10-20 sec. The tuning time depended on the

magnitude of the established constant of integration and the magnitude of

the initial misalignment of the transmitter. The error in holding the minimum

of the anode current did not exceed 0.5 percent. After termination of the
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Figure 2. M, motor; Tr, transmitter; in, input; PCA, antenna

coupling controller; PS, power supply; A% automatic optimizer.

search process, the optimizer hunted about the extremum point due to the pres-

ence of noise. The hunting period depended on the magnitude of the constant

of integration and was equal to about 10-25 sec. The primary noise sources

were integrator drift and the variation of the transmitter voltages and the

parameters of the anode circuit due to heating.

An operational system of autotuning has been developed and introduced in

the October Radio Center on the basis of this simplified circuit. In addition

to.the units mentioned, it includes an exciter selector unit and a coarse /146

tuning unit. The coarse tuning unit, constructed using positional servosystems,

performed the preliminary establishment of the circuit near the operational

frequency.

In the process of the development and the introduction of the autotuning

system several problems arose concerning optimal selection of the tuning param-

eters of the automatic optimizer. The results obtained can be used for many

other cases.

2. Selection of the Optimizer Tuning Parameters

The block diagram of the automatic optimizer used is shown in figure 3.

When relay P1 operates, the memory device m is connected to the inertial

filter TF and stores the voltage in its output. The integrator returns to the
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in ,o---_

Figure 3. In, input; m_ memory; RP, reverse

pulse; SP_ step pulse; CU, control signal

shaping unit.

zero initial conditions_ and a preparatory pulse is sent to CU_ the control

signal shaping unit block.

After dropout of relay PI' the voltage stored in m is connected in oppo-

sition to the input voltage. Thus a computation is made of the difference

AU. between the instantaneous and the stored averaged values of the input
in

voltage. Simultaneously_ there is closure of contact IP 3 in CU for a length

of time which determines the length of the operational step of the actuator.

The direction of the operational step is determined by the position of contact

IP 2 of CU. If after the operational step the difference AUin has an unfavor-

able sign, then a pulse arrives in CU, which causes the throwing of contact

IP2 •

Relay PI operates_ if the magnitude of the output voltage reaches the

specified triggering threshold. It is evident that in this circuit the larger

the magnitude of the difference AUin 3 the higher are the triggering frequency

and the rate of motion toward the extremum.

The following factors have a significant effect on the operation of the

optimizer: the dynamic properties and the static characteristics of the system

of the automatic search_ the drift of these characteristics in the course of

time_ the magnitude of the integrator constant Ti_ the value of the time con-

stant of TF of the inertial filter_ and the length of the step Ax. Moreover_
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since in the operation of the optimizer the determination of the small differ-

e_ce of two large quantities is of essence, it is important to consider

the operation of the optimizer in the presence of noise, in the general case

white noise of a definite spectral density (So).

The proper selection of the optimizer adjustments and the analysis of the

transient processes is complicated by the circumstance that the input coordinate

x varies in discrete steps Ax.

For the consideration of the operation of the optimizer it is necessary

to specify certain concepts and definitions more accurately.

We represent the system of the automatic search in the form of a series

connection of an inertialess nonlinear element (whose output signal is U ) and

an inertial linear element (whose output signal is Ui). Y

The equation of the linear element, relating the instantaneous value of

the input Uy and the instantaneous value of the output Ui, will be

U,-I- :_Oi+ a,O,.+ .... U.. (1)

The equation of the nonlinear element

u_,=/:o (x). (2)

In this equation x corresponds to the position of the regulating element,

and U is the static value of the output. The function fo must satisfy theY

_f0
following conditions: its derivative _ is bounded, has only one zero and is

monotonic near the zero. For convenience of analysis we shall consider that

dU_ =
0 with x = O. The function f0(x) is the static characteristic of thed-_--

system. The drift of this static characteristic will not be considered.

During the process of the optimizer operation certain values of the output

quantity of the system are stored

Us, = [o(x. ti),
(3)

where x. and t. are constants;
i i

Usi is compared with the instantaneous value of U i .

_ubscript s = storage.)
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It is evident that

Q

8s_= 8_(t,-- m), (4)

where At is a variable delay which with each step increases linearly from zero

to some value and then again decreases to zero.

The input signal of the optimizer AUin is the difference between two

values of Ui. It corresponds to the value of Usi , i.e., to the value at the

moment of storage. Another value of U is taken with a new position of the
i

regulating element at the moment of time t.

AUin: Ui(t)- Us_. (5)

It is evident that AU. is a function of time.
in

The optimizer sensitivity AU is defined as the minimal value of the input

signal, which is always adequate for the system to select the correct direction

of movement.

The problem of the analysis of the operation of the system with this

optimizer will be that of finding

and the relation

x i : fl(t) (6)

U_= f[fo(x), t, to, Xo,Uo,Uo, Uo...1 (7)

with definite optimizer parameters Ti, TF and Ax.

The problem of the synthesis of the optimizer parameters consists in the

selection for a given system of the values of Ti, T F and Ax_ which will permit

approaching in an optimal fashion the desired form of the transient process

U i = fdes(t) (des = desired).

If in the solution of the synthesis problem we are not able to satisfy

exactly the prescribed value of fdes(t), we must select f(t) so that the
integral
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co

D= (OIdt (8)
t)

will be minimal. In the present case D is the search loss.

The position of the regulating element in the search process can vary only
in discrete steps, i.e.,

xl = xi-, "4- Ax (9)

and then

Uv =- Uv.--, + a_- Ax.
(IO)

If Uk is the value of % with x = 0 (fig. 4), then, obviously, AUo=Uk_I-U k

must not be larger than the permissible error of maintenance of the extremum of

0. However_ since of necessity 0 > AU and if AU = O, then there will of neces-
0

sity be oscillations about the extremum in the system.

In order that the motion near the extremum be of a random nature rather

than systematic, it is necessary that

and

0 = {fG(0) -- fo (2Ax)] (ll)

AUo = If* (0) - f(ax) I = au, (12)

i.e., it is necessary to permit system hunting in the range of two steps about

the extremum (ll) and to provide the maximal input signal of the optimizer in

If AT/ < AUo, then a stable cycle of four steps may be formed after termina-

tion of the search process. The frequency of the steps will diminish with re-

duction of AU O. If AU 0 satisfies equation (12)_ the hunting frequency will be

minimal and will not change with further reduction of Ax, because in this case

the hunting will be determined primarily by the self-noise of the optimizer,

i.e., will not depend on the input signal. Since reduction of the step leads
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to slowing of the search, it is not advisable to take Ax smaller than the value

corresponding to (12).

In the case where x. = 4-100 percent, the optimizer sensitivity is /149
l

0.05 percent of the input voltage scale, and Uy = 0.02xi2 - lO0 percent, the re-

quired maximal value of the step Ax is determined from equations

fo (0) -- -- 100%; fo (Ax) ---- 0.02 Ax 2 -- 100% ;

AUo-- fo(o) -- fo(Ax)= 0.05,

where 0.05 is the optimizer sensitivity;

ax = V2-_ = 1.6%.

In this case the greatest error in the maintenance of the extremum (without

account for the effect of noise and drift of the static characteristics of the

system) will be

0 -- 0.08.2.5 = 0.2%.

As we see from this analysis, Ax is very small; consequently, with suffi-

cient frequency of the steps we can take the variation of x to be continuous.

For the case of a 1st order inertial system and negligibly small inertia

of the filter TF, the nature of the transient process can be determined by direct
computation.
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• If the search for the minimum of the function U is performed and N steps

have been made from the moment of beginning the search, then

t--tn_ 1

U,, = U_v+ (U,v_, -- UN + _,.__)e r. ;

tn_l -t,__z

U __ = U ___ -k (U N_ , -- U ___ -k gn-,) e r.

(1B)

(14)

where T O is the object time constant;

tn_ 1 is the time of transmission of the command for the (n - 1)th step;

UN is the static value of U at the Nth step;

Un is the real value of U at the nth step;

En-1 is the difference UN, 1 - Un_ 1 existing at the beginning of the nth step,

i.e., the lag of the dynamic output of the system from the static

output.

With operation of the optimizer a computation is made of the difference

between the value of U at the end of the preceding step and the current value,

and this difference is integrated by an integrator with the gain -1/T i.

The output voltage of the integrator is equal to

t

- _ f (u.--u.__)_t-
U°ut _ t.__

or else

t t**-- tn_ 1

r;=- I + ,---z-
tn..--.1

] dr".

Taking y___g_-t-_n_l outside the integral sign, we obtain

t t**--tn--1

T_=IUN_I__Us+gn__] I (l__ e r. )dt'"
tn--l
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and after integration we obtain

t-t,,_, = Uu-'--Uu+ _"-' (15)

(/--tn_ 1)"l-To(e T, --i)

By definition

tn--fn_ 1

%n : (UN_ _-- U_ + _.-i)e r. (16)

If we introduce

T_ = kiTo; t. -- &-i = krTo,

equations (15) and (16) can be rewritten in the form convenient for computation

+___ = y"

_. = y.e-l,r. (18)

If we assume a value of k., after obtaining _n-I we determine kT from
i

equation (17) and find _n from equation (18).

Thus, equations (17) and (18) are recurrence relations which permit the

determination of sequential values of _i" In this case_ with differing values

of k. we obtain differing graphs of _i" We consider optimal that graph with
i

which y* changes sign two steps after passing the extremum.

Figure 5 shows the graphs of _i for various values o£ k i.

For convenience of computations we constructed the graph of the function

k r + e-kr -- l " (19)
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-kT and then used
From the value of y* in a given step we determined kT and e
equation (18) to find _ for the succeeding step.

The curves of figure 5 show that with an inertial system it is not advis-

able to establish excessively small integrator constants k., because with
1

k. = O.1 we already observe some over-regulation, which for a given optimizer
l

can lead to an extended dwell period prior to change of the direction of
movement.

Oscillograms reflecting the process of the search and selection of optimal

adjustment of the optimizer have been obtained experimentally. The variations

of the input coordinate x and the coordinate at the output of the inertialess

nonlinear element were recorded. The step length Ax was equal to 3 percent of

the scale of the variation of the input voltages.

it was found that the best value of the, integrator time constant was

Ti = 0.015 sec, which corresponds to ki = 0.37_ The deviation from the com-

puted value is due to the fact that in the analysis the increment was taken

equal to i percent.

In the analysis of the optimizer noise stability we can represent the/151

input signal in the form of the useful signal U i and the noise _(t). Since in

the operation of the optimizer a storage of the useful signal (and noise) is

performed, and then a subtraction of the current value of U. from the stored
1

signal, with small input signa±s AUin w_ cau limit _......_,_ .... _^ +_ ..... ____

tion of the passage of stationary white noise of spectral density S O through
the optimizer.

With passage of white noise through an inertial filter, the time-average

value of the noise at the filter output is equal to (ref. 2)

"= ! (2o)
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A randomly taken value of the output voltage of the filter (_2) is stored. "

The average value of the stored voltage is equal to _l" This quantity, and

also the quantity _(t), are applied to the integrator input. At the integrator

output there will be the quantity

= _ (t) dt + _--_i° _.dt. ( 21 )

Squaring and taking the mean value, we obtain

100 1 o lo 0

The second integral in equation (22) is equal to zero, since _x(tl)= 0 .

Consequently we can write

(22)

t _/-sot ['t'

and with account for equation (20), since

(23)

we obtain

t Sot" V% t+sr FV ,1,(t)= Sot+ = 7"i -- (24)

Relation (24) defines the dispersion of the output voltage of the in-

tegrator as a function of time. Since the transformations performed with the

random quantity _(t) are linear, at every instant of time there are observed

normal distributions of the probable deviations with the mean-square deviation

_= ]/'_--_, which is easily determined from equation (21-1-),
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The probability of the appearance of a noise signal above somevalue U is
determined by the familiar equation for normal distribution.

With application to the integrator input of a signal equal to the sensitiv-
ity, we obtain at the output

(25)

When _2(t) = Uav of the integrator, the time t is equal to

t = Uav% (26)
AU

With operation of the optimizer, the probable mean value at the output of the

integrator after the time t, determined by equation (26), must be in a definite

relationship with Uav. This relation is determined by the admissible probabil-

ity of a false step, which must always be less than half. If we take U/Uav = i,
we obtain

Sg o/'avTi/ 2 2U_vT i

Oav= d q'6"- + F

Relation (27) establishes the connection between Uav , S0, AU and Ti, TF. If

Ti and TF are taken so that relation (27) is satisfied, the probability of a

correct step is determined by the equation

p(_)_.__t ] *'_l/_- _ e _o, dx_-68%.

The rate of movement of the optimizer diminish_ foz small ...2_v signals.

An additional time appears, which it is advisable to use for the separation of
the signal from the noise.

It follows from equation (20) that the noise level at the output of an RC-

filter is constant in time. It is rational to use a filter for which the noise

level at the output diminishes with time.

The simplest realization of such a filter is shown in figure 6. At the

first instant after opening the contact, the voltage on condenser C is equal

Yi + _(t0), where Yi is the useful signal and _(t0) is a random quantitywhose
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Figure 6

mean square value is determined by the noise level at the optimizer input. A

long time after opening the contact, the voltage on condenser C is equal to

Yi + _(t), where _(t) is a random quantity whose mean square value is determined

by equation (20). At an intermediate instant of time the mean square of _(t)

takes an intermediate value.

With this connection of the memory filter TF, its time constant does not

affect the dynamics of the search process, because the achievement of the

steady-state values of _(t) is delayed in this case, while the dispersion of

the integrator output voltage increases (24) with time.

If T'n = TnUav is defined on the basis of the optimal dynamics of the /153

search process, we should set

TF ---T /s o (28)

The noise stability will decrease with increase of TF

noise stability of the system T' should be increased•

For improved

l.

o
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BOUNDEDNESS OF TRANSIENT REGIMES IN A

PENTAVARIATE AUTOMATIC CONTROL SYSTEM

R. P. Parsheva

Using as an example a controllable winged rocket (with liquid /154

rocket engine and with airspeed stabilizer), the present paper studies a

pentavariate automatic control system (ACS), equipped with an aut?pilot with

proportional feedback and a three-dimensional field of control with respect

to attitude, pitch rate and deviation of flight altitude from a constant pre-
set value.

i. Statement of the Problem

We consider a pentavariate autonomous ACS with a single nonlinearity:

equations of motion of the rocket

"0= a4a -5 a56;
I

H = VO; j
O=O+a;

(i)

autopilot equations

z = O + g6 + vLl-- ! 6;¢ }
8 = f (o).

(2)

Here @ is the rocket pitch angle; O is the flight path angle; _ is the angle

of attack; H is the deviation of the flight altitude from the specified value;

is the control surface signal; 6 is the deflection of the elevator; i, _, v -

are autopilot parameters; al, a2, a3, a4, a5 - are the aerodynamic constants
of the rocket.

Introducing the variable z = _ and excluding _ and 6, system (i) can be

written in the form
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-t- (al -}- a3il_) z q- (ch q- aj) 0 -- a_O + a3ivH = a3i(_;

_ -z =0;

"0 -- asi_z _ (a4 -t- a6i) 0 + a_O -- a6ivH = -- a_i(_;

-- ve = o_

The integral curve (trajectory)

passing through the point

I
I

of the closed pentavariate ACS /155

X(0):{%, Z0, @0,0o, H0}, with t = 0 is denoted by

are vectorsXI/,.V(O)], where X(t)={_(/), z(t), O(t), O(t),H(t)), (X(O)=XIO, X(O)])

which image the motion of the point.

If there exists a sphere S with radius R within which there is located

1

the entire traj@ctory X(t), i.e., [X(I)I<R [IX_l)I_(_2+z2_2+O_H2)2] for

each t _ 0, then trajectory X(t) is termed Lagrange-stable in the positive

direction.

Let us show that there exists the open parallelepiped

--r,_<o<_<r; Izl<r; IOl<r, (4)
IOl<r, Ifll< ,

(where g and _ are some numbers) such that each trajectory X(t) of system (3)

passing through point X(O)£H with t = 0 will not leave the sphere S[X(O£S]
with t > O, i.e., is Lagrange-stable in the positive direction. Moreover, there

exists the number T > O, such that X(I) 6 ff with t > T, or system (3) is dis-

sipative in the large (belongs to the Masser class D).

If the function q = _(t) is known, then the general solution of system (3)

is equal to the sum of the general solution of the homogeneous system and the

partial solution of the entire system. The characteristic equation of the

system has the form

ax -t- a3il_ q- k az -t- an% -- a_ aai_
1 --_, 0 0

-- a6i_t -- (a4 Jr- ani) a4 q- k -- asiv

0 0 --V

----0
(5)

or

k _ + Al% '_ + A2_, 2 + A._% -I: A, = 0, (6)
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°where

A1 = az -}- a_ -}- ilia3;

A_ = a2 --1-ala4 --1- ia3 --}-ia_4_ -- ia5 (vV Jr a21_);

A3 = i (a_a4 -- a6 (a_vV -}- a_));

A, = vVi(a a, -

Depending on the form of the roots of the characteristic equation, we
have different cases.

2. Determination of the Form of the Roots of the

Characteristic Equation

The method of determination of the regions in which the roots have the

form we need is given by Bottema (ref. 1). By the transformation _ = _0 A_
equation (6) is brought to the form 4

M + oA] Jr b_-o + c = O, (7)

where

C

8A_.-- 3A_ .
a.._-, y

8

A3,÷ 8A3-- 4A, A,
b:

8

Z56A,_-16A_A.-- 64A,A;--3A_

256

The form of the roots of equation (7) depends on the sign of the quantity D

27D = 4 (a" q- 12c) 3 -- (2a _ -- 27ac -1- 27b2) 2. (8)

By replacement of the variables

the form

c 27 b_
U -----12_,V 2a 8

expression. (7) is brought to
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where

t( -= (u + 1p - (1 -- 3u + ?)_.

The curve u 3-6u _j-6uv -- v_-5 9u--2v=O can be written parametrically

The curve K = 0 is shown in figure i.

In the following paragraphs we shall construct the solution for the case

when the roots of the characteristic equation are real and different. The

necessary and sufficient condition that all roots of equation (7)_ and con-

sequently of (6)_ are real and different has the form D>0, a < 0, a2--4c > O.

The region satisfying these three conditions is hatched in figure i.

3. Stability of the Solution of the

Homogeneous System of Equations

The solution of the homogeneous system of equations is stable (the roots

of the characteristic equation are negative or have negative real parts) if and

only if the coefficients of the characteristic equation satisfy the stability

V/
.,, 0

Figure i
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"conditions, for example, those of Fuller I (ref. 2). For an equation of 4th

order the Fuller conditions are written in the form

AI _>0,
AI A3 0[

Aa_0 , A4_0 , A = 1 A2 A4 _0.
0 A1 A3

The conditions AI_0, As_0, A4_0 are satisfied, since a5 is small in

comparison with c as, a2, a_, a_. If we neglect the terms containing as, /157
condition A > 0 is written

az --}-alaa + ia3a_ -t- ia3 -- vV (a, + aa + i_aa) _ O.

The graph of the function r (i_, vV) --- a2 + ala4 + ia3_a_ + ia 3 _ vV (a I -t- a j -t- i_._a) = 0

is an equilateral hyperbola with center at the point C ( a'+a"a4] and
aSyTgp-

Q,_ t ]totes parallel to the coordinate axes. k

If D=a3(a,--_--ia_)>a. the region of possible values of vV and i_:are
hatched in figure 2.

If D = a3 (a]-- oa -- ia_) _ O, then in the hatched region of figure 3,I (i_, ).

!\
I

I
I
I

I
_v j

I

_ __cl__
__ !o

Figure 2 Figure 3

1These conditions are equivalent to the familiar Routh-Hurwitz conditioz

213



4. Finding the General Solution of System (3)

Since we assumethat the roots of the characteristic equation are all
real, negative and different, the fundamental system of solutions of the
homogeneoussystem of equations has the form

z (i) = bixe_J t, t_(i) = bi.,eXi t, 0 (i) __ biae_i t, I-l q) = bi4e_l t,

where bix, biz, b]3, bi4 are the minors of the terms of any row of the determinant

(9) ZX(kj) (the value of the root kj is substituted in place of k), for which

they are not all equal to zero.

The general solution of the homogeneous system

z = Cnb_e x,t + C2b2xe x't + Csb31e _'¢ + C4b4teXd;

= C_bne_, t + C2b22e _,t + Cab32e _'t + C4b42eX't;

0 = C_b_ae _t + C2b23e _,t + C3bb3ae _.t + C4b43eX'¢;

H = Cxbx4 e_d + C2b24e_,t,l+ C3634a _'t + C4b44e _g.

The constants Cx, Ca, Ca, C4 are determined from the initial conditions

and depend linearly on them.

The method of construction of the particular solutions of system /158

(3) is given in the article by Murray and Miller (ref. 3). We use W(x) to

denote the determinant of the matrix of the fundamental solutions

bn b21 b3, b4,

It,, b22 b:n b,lz
W (x)

--=CIC2C'_C_e'Z'+z:+_+_'""lbla b.,a ba3 b43

]bt_ b_a b3_ b_4

We denote

W 0

bit b.,,1 bsl bal

bn b.,2 ha2 b.jo

I bla b23 baa b4a

[hi4 b,a4 ba_ ba.l

_lll.



_Wi_ is the algebraic complement of the term bij of the determinant W 0 . For

our system (3) the particular solutions z_, _z, 9x,Hz will have the form

wO ,J 00 _j_l % I_1 ]

o ,= W.o] aai_ dx -- ,'= • -_, ] asi_ dx;

e_i (t-,) li aai_ dx-- _ bj,e_i (t-x) W_i
01 = o b/3 - _ o -i=1 P;'o ] ani_ dx;

HI=S* b"e_i't-x'_ a#_clx-- o i=1_bi'eXi(t-'°W3i]W"] a#_ dx.

kJI

The general solution of system (3) has the form

z = _j=acibixe xjt + zl; '_ = i=x_cjbi=eXt/'q- 0,;[

4

0 = _ cjbiae xi t + Ox; H = "_j cibj_e _'j t + Hz. I
/=x /=I ;

(io)

After differentiation of the first equation of system (i0) we will have

= a --Z t.  ex.
_7° j=l

(ii)

}. Stability According to Lagrange

Using the method of Shirokorad (ref. 4), we show the boundedness of the

solution of system (3) as t- _ (i.e. ,_stability in the Lagrange sense).

Let us assume that the initial point X(O) belongs to the sphere S with

center at the coordinate origin and radius r, i.e., X(O)_S, and let us consider

in the interval (0, T) of variation of time t the limiting inequalities re- /]-59

sulting from (iO) and (ii)
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Izl < ,nlr -5 l_,

Iel< m,r + &g,

Izl < m,Zr -5 L_,

I01<'n3r + 13g,

[HI<mar + la_, I
_-= max ]_ (1)[, O_t_r,

(i2)

where

;t = max (lj), m,, = q_. (ba) ,

lk = if2 (a3K2_-t -- a_Kth), L = 2, [a,-- 4K,a_],

1
K2_-L=max I K_h---min bil_ , f2=--_

7/.
/=1

Then for quantity Y = z-5 _tz-5 _'VO we can obtain the bound

lYl < L_r -5 L,,5, (13)

where LI-- ml + mlk_ + vVm3, L2 = i[(_K,-5 2i_ + vV_Ks)a3--as(_K2 +

+ 8KG_ + vV_K6)].

Let us assume that function f(x) of class I A satisfies the following con-

ditions of "dissipativity." There exists a sufficiently large r > O, such

that the roots of the equation

(the values _ > 0 correspond to _ = r and _<0 with _ = -r) lie in the in-

terval I--r, r] and, moreover, the following inequalities are satisfied

r <___L,' (zs)

since 1__>lh(k=l, 2, 3, 4) are clearly satisfied and

r

-- I_

iThe class A includes definite piecewise-continuous functions of the ist kind

with a finite number of discontinuities.
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"Then the following inequalities are satisfied

__< _ (0 < _ with l> O, (16)

if only _<_(0)<_. Assume that this is not satisfied. Then there can be

two cases. In the first case there exists the smallest z>0, for which

_(z)=_ and _(z)_0. But in this case we obtain a contradiction, since _(T)

----y (T)-- [[6(T)]_ g,r + f_-- if(_)= 0. In the second case, when there exists
the _L_m_]le_+_ ._'_n/-, for which _(_)----_- and _(T)<0, the same contradiction is

obtained.

From inequalities (13) and (16) stability in the Lagrange sense is /160

obtained in the positive direction of each trajectory of (3) passing at the

moment of time t = 0 through point X(O) lying within the parallelepiped U, since

each such positive semitrajectory (t > O) does not leave the sphere S with

radius R.

Let us now prove the existence of the number T for which the trajectory

X[I,X(0)IEI7 with t > T if X(0)6H. From (15) it follows that there exists

>0 such that the inequalities

As -- As

r--s <_<_< r--_ (k=l, 2,3, 4).
Ik - lk

(17)

are satisfied.

We denote by T = max Tk (k----I,2, 3, 4), where

i
Tk -- In mt,r , _._= --min I _.i] •

Evaluating more precisely than in (12) the expressions

___,, _............ limiting inequaiitie_

z (t), (t), o(t).n (t) from

-- m,r exp C .t)+ 11_,.< z (t) ._ lx_ + m,r exp (_,=t),

-- m,r exp (xoO+ l_ _. o (t) < 12_ + m,r exp (x.O,

-- msr exp (kat) + ls_ _. 0 (t) < ls_ + msr exp (Ml),

-- m6r exp (_d) + l,_ _ H (t) _. l_ q.- mtr exp (Z.at).



r

From inequalities (16) and (17) it follows that

--r<_<a(t)<_<r, Iz(t)l<r, I_(t)l<r, [o(t)l<r,

if

_<_=(o)<_, Izol<r, I%l<r, tOol<r, Hol<r.

Conclusions

Thus we have defined a finite region in which there is embedded every tra-

jectory after passage of a fixed and trajectory-independent starting regime

time, if only at the moment of start t = 0 the trajectory begins in this region.

We have also defined the region which is not left by any trajectory with t _ T.

These two regions permit defining the boundaries of safe launch of rockets and

the boundaries of altitude oscillations of winged rockets in horizontal flight.
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°PROGRAM CONTROL SYSTEM WITH FREQUENCY SEPARATION OF THE CHANNELS

V. N. Shadrin

i. Introduction

Program control is considered to be one of the dominant trends in /161

the field of automation of production processes. A specified program can be

used for the control of the machining of parts of various configurations on

metal-working machine tools, for the control of the operation of gantry cranes

and devices for gas-cutting of steel sheets, control of the operation of spe-

cial machiue tools for the assembly of complex telephone cables, for the

assembly of radio circuits, etc.

The control program can be recorded on punched cards, punched tape, movie

film, magnetic tape and magnetic drum. Of the listed program carriers, the

magnetic tape is considered the most convenient from the operational point of

view. At the present time program control has received the widest acceptance

in the metal-cutting industry, particularly program control for milling
machines.

The program on magnetic tape can be presented in continuous or pulse form.

At the present time the program control systems (PCS) with continuous re-

cording of the information use the principle of phase modulation. In this case,

to each displacement of the coordinates of the machine table there corresponds

a definite shift in phase between the coordinate signals and the reference sig-

nals, which is recorded on the tape together with the operational signals.

For control of the machine in three coordinates it is necessary to record

four signals on the tape, one reference signal and three operational (one for

each coordinate). Two signals must be left for the control of the auxiliary

quired for the program control of a milling machine. For the control of other

processes, for example the assembly of telephone cables or the assembly of

radio components, up to 10-20 signals may be required. Various methods of

multichannel magnetic recording can be used for the storage of this quantity

of signals on the magnetic tape. Among the methods used at the present time

for the recording of the program for continuous system of program control

systems are spatial (multitrack recording) and frequency separation of the
channels.
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Frequency separation is based on the separation of the operational signals"

by the use of different carriers, which are amplitude-modulated by the

operational signals. Normally the operational frequencies are chosen in the

range of 400-500 cps, while the carriers are in the range from 1,300-5,O00 cps.

Since the operational frequencies are phase-modulated, while the carriers are

amplitude-modulated, this method of recording can be termed FM-AM frequency
division.

2. Frequency Separation of Channels

The block diagram of a PCS with frequency separation of the channels is

presented in figure 1. Here the following notation is used: MT is the machine

I
I

[

l

1
E

]
r

D
_6

D

C
6

C

i

Figure i. i, MT, machine table; 2, RT, rotary transformer;

3, FM, frequency modulator; 43AMo, amplitude modulator;

5, AM, amplifier-mixer; 6, RC, record carrier (magnetic tape);

7, PS, phase splitter; 8, RSG_ reference signal generator;

9, CFG, carrier frequency generator; i0, CU_ control unit;

ii, M, motor; 12, CE, correcting element; 13, TG, tach gener-

ator; 14, F, filter; 15, DM, demodulator; 16, PD, phase dis-

criminator; 17, RT, rotary transformer; 18_ RA, reproduce

amplifier.
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too_ table; RT is a rotary transformer; PS is a phase splitter; RSGis the
reference signal generator; CFGis the carrier frequency generator; AMoare
amplitude modulators; AMis an amplifier-mixer; RC is the recording carrier
(magnetic tape); RA is the reproduction amplifier; F are carrier frequency
filters; F0 is the reference signal filter; DMare demodulators; PD are phase

discriminators; CU is the control unit; M is a motor; TG are tach generators
and CE is the correcting element.

The upper portion of figure 1 shows the recording regime, the lower part
is the reproduce regime.

The circuit operates as follows. In the record regime the reference sig-
nal from the RSGarrives at the phase-splitter, which splits the signal
phase at an angle of _/2; the signal then goes to the rotary transformer RT.
The signals at the output of the RT will have phases proportional to the posi-
tion of the machine table. In AMthe phase-modulated operational signals
amplitude modulate the carrier coming from the CFG. The amplitude modulated
carrier and the reference signals are mixed in AMand recorded on the RCby
the record amplifier MEZ-15on a single track. 1

In the reproduce regime the signals recorded on the magnetic tape are
reproduced by the magnetic heads, are amplified in the RA amplifier and are
separated from one another by the bandpass filters F. The reference signal
is filtered out by the filter F0 and is applied to the phase splitter and then

to the RT. The signals from the RT are comparedwith the operational signals
arriving from the demodulators DMto the phase meters PD. In the case of phase
mismatchbetween the signals, at the output of the PD appear signals, which
through the control unit CUrotate the dc actuator motor M, until the phase
mismatch is eliminated. The table drive has rate feedback through the cor-
recting element CE.

Bandpasssix-element differential bridge filters are used in the PCSfor
the separation of the operational signals during reproduction. Filters of
this type have a rectilinear phase characteristic in the passband and satis-
factory attenuation in the stopband. According to studies which have been
made, these filters retain linearity of the phase characteristic to values
of the losses in the inductive elements of the filter of the order of d = 0.02.
To avoid significant phase distortions due to the reflection phase and the
reflect_nn __+_ _ _ _ _........ _..... , ............ _ co_ff_ci_u_ uf Lh_ filter wi_n
the load must be chosen exactly equal to unity.

Figures 2 and 3 present attenuation br and phase b curves of the ideal
differential-bridge filter, and also phase a and reflection attenuation sT
and coupling reflection acr with losses dL = 0.02 and a load matching coef-
ficient _ = 0.5.

1The MEZ-15is a standard tape recorder with recording of the program on tape
6.35 mmwide.
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The magnetic record-reproduce channel of the continuous system for program

control with magnetic recording can be considered a type of communication chan-

nel in which the transmitter is the record unit_ the communication channel is

the magnetic tape and the receiver is the reproduce unit.

Any communication channel can be characterized by the accuracy, the noise

stability and the handling capacity. By accuracy of the continuous program

control systems with magnetic recording we mean the accuracy of the transmissior

of the phase shift through the magnetic record-reproduce channel# as measured at
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the input of the servosystem; by noise stability we mean the capability of the

system to counteract the harmful effect of random noise, and by handling capac-

ity we mean the maximal quantity of information which can be recorded on a one-

meter length of the carrier with a given recording method.

The accuracy of the transmission of the information depends on the phase

distortions in the magnetic record channel, on the distortions in the circuit

for the recording, reproduction and conversion of the information and in the

circuit for the engagement of the rotary transformer RT.

Thus_ the maximal phase shift

Z_P = Z_Pmr + Z_Pc + Z_RT. (I)

(Subscripts in this and the following three equations: mr= magnetic recording;

c = circuit; RT = rotary transformer; cm = cross modulation; n = noise; ct =

crossta//<} Pd = phase distortion; f = frequency.) /165

In turn

ZkPmr = ZkPcm + ZkPn, (2)

where ZkPcm are the phase distortions due to the noise from cross modulation in

the head-tape-head system; ZXPn are the random phase oscillations due to the

noise of the magnetic recording channel, and

ZiPc = ZkPct + ZkPpd (3)

where ZkPct is the phase shift from crosstalk due to insufficient filtering be-

tween neighboring channels; ZkPpd are the phase distortions in the phase meter

due to nonlinear distortions of the signals being reproduced.

The noise stability of the continuous program control systems with fre-

quency separation of the channels as calculated by the methods of the Kotel'

nikov theory of potential noise stability can be expressed by the following

relation (ref. I)

 FM-AM= 2 (4)
dr _Uo
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where.N is the number of channels; _ is the specific value of the noise; ZkPis
the signal phase deviation; U0 is the nominal signal voltage; d r is the utiliza-

tion coefficient of the dynamic range of the magnetic recording with frequency
separation of the channels.

As we see from the expressions presented, with increase of the number of

channels the noise stability of the FM-AM PCS deteriorates proportionately.

Thus, the handling capacity is worse, the larger the magnitude of the random

phase oscillations with reproduction of the recorded signals.

3. Schematic Diagram

The schematic diagram of the FM-AMPCS is presented in figure 4. This

figure shows the circuit for the generation, recording and reproduction of the

signals combined into a single system, which can be termed the frequency block.

The frequency block is mounted in the case of the MEZ-15 tape recorder. The

record and reproduce amplifiers and the tape transport mechanism of the tape

recorder are used for the recording and preamplification of the Signals from

the frequency block. The power supply system for this block is not shown in
the figure.

The circuit shown provides for control of the operation of the milling

machine in two coordinates (longitudinal and lateral). Control of the verti-

cal feed can be provided, if desired. The circuit contains 40 tubes and con-

sumes about 500 W of power from the mains.

According to measurements, the phase distortions from cross modulation

amount to _4 °, the random oscillations are ±2°, the phase distortions from

crosstalk are ±2 ° and the errors of the RT circuit and the phasemeter are in
the limits of _2 °.

Figure 5 presents the curve of the phase distortions measured at the in-

put of the servosystem by the compensation method. As we see from the figure,

_°

y_

0 IZ0 180

Figure 5
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the maximal error amounts to _8 ° (without account for random oscillations)..

With a transfer number i = 1/60 mm/deg, the static error of the information

transmission system, referred to the part, amounts to 0.14-0.15 mm. This

relatively large error limits the use of the FM-AM system for the control /166

of processes requiring high accuracy.

Conclusions

Higher accuracy could be obtained by reducing the distortions from cross

modulation, crosstalk and by reduction of the error of the RT and increase of

the transfer ratio i.

The program control system with frequency separation of the channels is

simple and convenient for maintenance and makes use of standard components

(magnetic heads, amplifiers and tape drive mechanism of the production MEZ-15

tape recorder).

As a result of the nonlinear characteristic of the system (magnetic head--

tape--magnetic head) noise arises from cross modulation between the channels,

which causes additional phase distortions of the signal. According to measure-

ments made, the overall distortions amount to _8 ° with use of excitation from

the generator of the MEZ-15. Of this about _4° is due to noise from cross

modulation.

Therefore tke FM-AM PCS can be recommended for the control of production

processes not requiring high I accuracy.

l .
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THREE-CHANNEL0_I_ZER

Ye. A. Fateyeva

Introduction

The problem which arises in the regulation of the rectification /167

process amounts to,he provision for the specified precision of the separation

of the mixture of liquids and the maximal intensification and economy of the

process (ref. i). __

The rectification column is a complex process whose characteristics

depend on many parameters. It is desirable during the time of the process to

maintain a minimum of the ratio of the steam consumption per unit of the re-

sulting product of required quality.

The rectification process proceeds as follows. The heated initial mix-

ture Q_ which is subject to separation_ enters the central portion of the

column. Superheated steam Ql is supplied to the lower portion of the column

and the finished product Q2 is obtained in the upper part. The separation of

the mixture of fluids takes place by the interaction of the mixture with the

steam. As a result of heat exchange, the component with the lower boiling

point is transformed into a vapor and rises, while the component with the

higher boiling point flows downward, forming the so-called still product.

The efficiency of the rectification process is determined by the ratio

of the consumption of superheated steam to unit finished product Q1/Q2. This

relation is complex and is determined experimentally. It has a minimum with,

definite relationships of the steam consumption, initial mixture and still
PrOduct. In addition, two l_mitstio_ _ _rrr'n_fl N_ %b8 _111S_ _Ne@_"

H,<H,; H2<H,,

where H_ is the limiting index of the quality of the finished product; H_

is the limiting index of the quality of the still product.
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Figure i. Block diagram of rectification process

control. HI, index of quality of finished product;

H2, index of quality of still product; Xl, flow of

superheated steam; x2, flow of initial mixture; x3,

flow of still product; PP_ PP2' PP3' flow control-

lers; AI, A2, A3, actuators; i, 2, 3, 4, electro-

pneumatic converters.

The described regulator (fig. i) is intended for maintaining a minimal

value of the ratio QI/Q2 by means of the variation of two or three parameters

Xl, x2, x 3 (x I is the superheated steam flow rate, x2 is the initial mixture

flow rate, x3 is the still product flow rate).

We consider the pressure drop ratio in the corresponding lines as the

quantity to be minimized, y. To obtain quantity y_ the regulator has a com-

puter (divider), whose inputs are the pneumoelectric pressure and voltage

converters.

The quantities H_ and H_ are given. They are also introduced into the

regulator through the pneumoelectric converters and contacts. The regulator

outputs Xl, x2 and x 3 are the commands for the corresponding pneumatic /168

flow regulators. EMD-232 electronic instruments are used to connect the out-

put of the electric regulator and the pneumatic regulators.

The search cycle must continue for 125 min.
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" P;inciple of Optimizer Operation

The objective of the three-channel optimizer amounts to the findings of

the minimum and its stabilization in the process of the operation of the

U,
process. The quantity being minimized y=kD] is computed in the computer

and delivered in the form of an ac voltage. The optimizer performs the search

for the minimum using the gradient principle. The block diagram is shown in

figure 2.

The disturbance An I (test step) is applied at a definite instant of time

to the actuator, and consequently to the process. This disturbance causes a

change of the quantity Lhy being minimized. This change is integrated.

The quantity proportional to the integral and, consequently, to Ay is

applied to the memory block MB1; on the actuator A 2 the test step An 2 (similar

to the introduction nl) is introduced into the system. This also causes a

change of y, which also is integrated and stored in MB 2.

After this, an operational step is performed, i.e., to A 1 and A2 there

are transmitted from the memory block the quantities _x I and _x 2 which are

proportional, respectively, to Ay I and AY2" This causes a change of the object

parameters, after which there is established a new value of the quantity y.

With this the search cycle is terminated.

n

i

'I

Figure 2. Control block diagr_n. C, Computer;

BS, balanced servosystem; RU, relay unit; IU, in-

tegral unit; MB, memory block; A, actuators;

l, 2, 3, 4, pneumoelectric converters; 2m, test

step disturbance (remaining notation same as in

figure l).
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Then the test step fknI is again applied, f_xI is calculated, Zkn2 is applied/

f_x2 is calculated and the operational step is performed and so on.

With reaching of the extremum, auto-oscillations are established in the

system whose amplitude in the coordinates x I and x2 cannot be made less than

_i and _2"

In the case of regulation of the processes with respect to three parameters

xl, x 2 and x3--still another memory block MB 3 is provided in the optimizer. In

this case test step f_n3 is made prior to the working step and a corresponding

computation of f_x3 is made.

The fact that the computation of f_x takes place as a test integration with

respect to signal y considerably improves the noise stability of the system

and increases its accuracy. Improvement of the accuracy is also aided by the

use of a balanced servosystem, which increases the integration limit of the

electromechanical integrator providing the application of quantity_y to the

integrator. The balanced servosystem has inertia, which also improves the

noise stability of the regulator.

In case the quality indices H I and H2 exceed slightly the limiting values

in the system in the operational process 3 the optimizer is switched to the H I

and H2 sensors. The optimizer computes f_HI and f_H2 and provides for variation

of the corresponding quantities_xl, Z_x2 and fkx3 which alter the system param-

eters so that H I and H2 are established within the acceptable limits.

However, if H I and H 2 considerably exceed the limiting values, the system

of contacts k' I and k' 2 is switched. With operation of contact k'l, coordinate

x I is decreased by i0 percent (or by some other set amount); with operation of

contact k'2, coordinate x2 is changed similarly.

The following elements compose the optimizer (fig. 3): switching device

(SD), relay block (RB), computer (C), balanced servosystem (BS), integral

block (IB), memory block (MB), actuator (A), supply block (SB).

Switching Unit

The switching unit is intended for continuous and sequential connection

of all elements of the circuit (fig. 3). It is assembled using the stepping
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switch SW-50 of the wiper type and is driven by an electromagnet. Operation .

of the electromagnet occurs when a cam closes the corresponding contacts. The

cam is rigidly mounted on the output shaft of the gearbox which is driven by

the motor CM-2. Cams with differing profiles and gearboxes with dif- /171

fering gear ratios can be used to obtain varying cycle times.

With operation of the cam and the gearbox (i = lO) the time of revolu-

tion of the cam or time between switchings of the pickoff from one terminal

to another is equal to 5 min, while the time for the entire cycle T c = 25"5

= 125 min.

The contact field of the stepping switch consists of four rows of con-

tacts (with split pickoffs), corresponding numbers of which are closed

simultaneously.

The stepping switch operates as follows. With closing of segment l,

contacts B (segment I 13_4) , which engage the relay block, are closed. If

the quantities H 1 and H 2 are within the acceptable limits, in the future with

closure of segments 2-7 the balanced servosystem (segments 21 - 41) is con-

nected to the quantity y. If H 1 and H 2 are outside of the acceptable limits,

the balanced servosystem is connected to the H 1 and H 2 sensors• Simultaneously

the integral block (segments 32 - 72) is reset to zero.

When the stepping switch is on segment 5, the test step f_nI (segments

53_4) is applied to actuator A 1. At this time the balanced servosystem is

disengaged.

With closure of segments 8-11 the change &Yl' due to the test step f_nl,

is integrated• In segment ll the system is again tested from the point of

view of the limitations of H 1 and H 2. With the transfer to segment 12 the

computed integral_Yldt is transmitted to the memory block MB 1 (segments

122_3_4). Then KCC is again connected to y or H (segments 121 - 141) , the

integral block is again reset to zero (segments 132 - 172). On segment 15

the test step f_n2 is applied to the actuator A 2 (segments 153_4). The in-

tegration of the change &Y2from the test step _n 2 (segments 181 - 211) and

transmission to the memoryblockMBp is again performed.

1The segment subscripts denote the number of the row of the contact field.
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" Finally, with closure of segments 23 and 24 signals _xI and 2_x2,propor-

tional to increments _Yl and Ay2, are applied to the corresponding actuators

AI and A2 (operational steps). The operational steps are madenearly simul-

taneously. Segment25 is vacant. Then segmenti is closed again and so on,
and the entire operational cycle is repeated.

Thus the switching unit provides for continuous operation of the
optimizer.

Switehover of the regulator from two quantities xI and x2 to three quan-

tities Xl, x2, x3 is accomplished by replacement of the stepping switch with

a switching device, whose assembly provides for minimization with respect to

three input quantities.

Relay Block

The relay block of the optimizer serves to switch the balanced servosystem

amplifier input and the integrating block amplifierfrom the memory block to

the sensor for the limited quantity when it gets beyond the operational zone.

The relay block consists of three telephone relays of the RM type and is

fed by full-wave rectified voltage of 20 V (fig. 3). When the optimizer is

functioning in the operational zone, contacts K 1 and K 2 of the signal devices

are open. At some instant of time segments B (i or ii) of the stepping /172

switch SW-50 are connected to the circuit of relay Pl" Relay P1 operates,

while relays P2 and P3 will be de-energized, since their circuits are opened

by contacts K I and K 2. Therefore the brush of the stepping switch will be

connected through the unopened contacts a of relay P2 and b of relay P3 to

the eomp_ter. In this position of the brushes of the stepping switch SW-50

the signal from the computer will be applied to the balanced servosys_em

amplifier input and then to the integrating block amplifier input.

With departure of the limited controlled quantity H I from the operating

zone, its signal device closes signal contact d. The brushes of the stepping

switch in position on segments B again close the circuit of relay Pl" Since

K 1 is closed, the circuit of relay P2 will be engaged and relay P2 will operate.

By operating, relay P2 opens its contact pI and is latched by the contact pII
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connected in series with the contact of the signaling device K I. Therefore_.

relay P2 is disconnected from point i and remains connected (sic) when seg-

ments B open. Contact a of relay P2 opens_ while contact c closes_ and the

optimizer will be connected to the sensqr of the limited quantity through

contacts b and c of relays P2 and P3"

With return of the limited quantity H 2 to the operating zone_ the input

of the balanced servosystem amplifier remains connected to sensor H I until the

following triggering of relay PI" The secondary latching of relay P2 by con-

tacts Pl and p_ll serve for this purpose.

With departure from the operational zone of the limited quantity H2_ the

contact of signaling device K 2 is closed. The relays P3 and PI operate at the

instant of passage of the brushes of the stepping switch through segments B.

The contact b of relay P3 opens and contact d connects the sensor of the

limited quantity H 2 to the input of the optimizer. So that reverse switching

does not occur prior to the succeeding operation of relay PI_ the circuit of

relay P3 with the contact of the signaling device K 2 is also latched by the

_III

unopened contact of relay PI and by contact f3 of relay P3"

It must be noted that the limitations are generated by the optimizer

sequentially. So that there is no simultaneous connection of the input of

the balanced servosystem amplifier to both limited quantities, the unclosed

contacts of relays P2 and P3 are provided. They disconnect one of the limited

quantities at the time of the determination of the other by the optimizer.

Computer

The computer is a divider (fig. 3) and is intended to obtain the quantity

y = k(UI/U2) being minimized. The divider is built using a servosystem. It

consists of an amplifier, the MA-I motor with gearbox and two slidewires whose

arms are rigidly coupled.
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• . In the expressions presented, UI and U2 are the voltages obtained from

the pneumoelectric converters. These converters consist of inductive sensors
with plungers rigidly connected to a bellows. The output voltage of the
sensor is proportional to the position of the plunger, i.e., to the pressure
drop in the corresponding lines.

The voltage U2 is applied to the series connected slidewire Rp and resis-

tor R. The servosystem is in equilibrium whenthe voltage taken from a part
of the slidewire is equal to the voltage UI, i.e.,

Ul _ _ U_r
Rp+R '

where r is the instantaneous resistance.

The position of the slidewire arm is proportional to the voltage /173

y = k(U1/U2). The quantity being minimized y is applied to the indicator.

The resistor provides for the use of the entire scale of the instrument with

the specified ranges of variations of U 1 and U2.

The second slidewire is connected in the bridge circuit with the balanced

servosystem.

The amplifier A and all amplifiers of the servosystems of the optimizer

are constructed on the basis of the EU-17 amplifier with power feed from a

common source (ref. 2).

Balanced Servosystem

The balanced servosystem is intended for the subtraction of the level of

the signals y applied to the integral block. If at any moment prior to ap-

plication of the test step the average value of quantity y corresponds to

value Yl' the balanced servosystem provides for application to the integral

block of signally = y - y], where y is the instantaneous value of the quart-

tity being minimized. This considerably improves the accuracy of the integra-

tion, the search for the extremum in comparison with the case when the increment

Ay is computed as the difference of the two integrals

T T+t _"

o 7"

because the characteristic of the electromechanical integrator is nonlinear.
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The servosystem consists of the amplifier of a two-phase asynchronous

motor MA-I, a gearbox with a high gear ratio (i = i00 - 500,000), which can

be adjusted.

As we mentioned above, the high gear-ratio reducer makes the system

sluggish to high-frequency noise. This provides for averaging of quantity y.

The Integral Block

The integral block is intended for the integration of the increment of

the quantity being minimized Ay, while the system searches for the minimum.

As the integral block, use is made of the block of the proportional regulator

hYC. This block consists of the amplifier (fig. 4), the two-phase asynchronous

motor MA-I with variable reducer (i = i00 + 500,000) and a slidewire. The

slidewire arm is coupled with the output shaft of the motor. The voltage

between the arm and the midpoint of the feedback slidewire supply winding is

to the integral _hydt, if the system was in equilibrium at theproportional

beginning of integration.

The computation of the integral will be more accurate, the greater the

range of the linear zone of the characteristic of the motor n = f(Uin ) (fig. 5):

where n is the motor speed, Uin is the input voltage.

Linearization of the characteristic is achieved by introduction of rate

feedback to the amplifier input. The feedback voltage is taken from a bridge

circuit which is balanced relative to the rate of rotation of the motor. The

rate feedback circuit contains a nonlinear element, which provides low gain of

the feedback circuit with low signals (clips the harmonics) and with high large

signals has a characteristic with high gain. The introduction of the rate
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feedback is limited by the increase of the dead zone, on the one hand, /174

and by the occurrence of amplifier generation on the other hand.

The constant of integration is changed with change of the reducer gear
ratio.

Memory and Actuator Devices

Three memory and three actuating devices are provided in the system.

Each memory device is made using a servosystem which consists of an amplifier,

a two-phase asynchronous motor _-l with reducer, and a feedback slidewire.

This slidewire is connected in a bridge circuit with the slidewire of the

corresponding actuator. As an actuator, use is made of the EMD-232 electronic

instrument. The position of the meter slidewire arm is determined by the

pressure and is an adjustment of the corresponding pneumatic regulators on

the object.

At the moment of the application of the test step, there is a closing

of the input circuit of the actuator amplifier, which is transmitted to the

system. After computation of rAydt the quantity proportional to _ydt is trans-
m_++o_ +_ +_ .... my __uit (th_V_mp]_i_ _nplJt circuit is closed). With the

operational step the actuator amplifier is connected directly to the output

of the bridge circuit and thus the transmission of the signal to the controlled

object is performed. With closure of the emergency contacts K' 1 and K' 2 a

signal is immediately applied to the actuator and the quantities xI and x2

are changed by prespecified values (fig. 2).
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Power Supply Block

The power supply for all elements of the optimizer is provided from a sin-

gle common transformer, composed of laminated Sh-40 iron core 45 mm on a side.

The electrical circuit of the transformer is shown in figure 3. The

amplifier filament supply consists of two windings, each of which go to /175

three amplifiers. The rectifiers BI, B2, B3, B 4 are mounted on a block attached

to the case of the transformer. The resistors R13_20 = 75k_ (fig. 4), shunted

with the DG-Ts24 rectifiers, reduce the scatter with respect to reverse break-

down voltage. The supply for the relays and the stepping switch is taken from

the rectifiers B 3 and B 4.

Adjustment of the Parameters

Several adjustments are provided in the optimizer, whose control resistors

are brought out to the front panel.

The resistors R I and R 2 (fig. 3) change the scale of the quantities H I and

H 2 applied to the regulator input. Resistor R 3 changes the scale of the quan-

tity y when the balanced servosystem is connected for the generation of the

quantity being minimized y and then changes the a scale of the quantity Z_y

applied to the integral block. The resistors R 4 and R 5 regulate the scale

of the quantity_Aydtapplied to the corresponding memory device, i.e., they

regulate the coefficient of proportionality between the quantities _ydt and

£_x; R7, R8, R 9 regulate the magnitude of the test step which is applied to

the corresponding actuator. The switch K is intended for complete disconnec-

tion of the regulator. The indicating meter is intended for the measurement

of the quantity y = k(UI/U2) being minimized and is connected into the circuit

(fig. 3).

Conclusions

Thus, an electromechanical optimizer has been developed which performs

a search using the gradient principle. This optimizer has high noise-stability

and regulation accuracy because the generation of the operational step is ac-

complished by integration of the variation of the quantity being minimized,

and because an inertial balanced servosystem is used, which increases the

limits of the electromechanical integration.
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ANALYSISOFTHEDYNAMICCHARACTERISTICSOFSYSTEMSFORTHE
AUTOMATICCONTROLOFAIR-CONDITIONINGINSTALLATIONS

M. M. Khasanov

During the present decade a large number of installations for air /176

conditioning (installations for the creation of an artificial climate) will be

introduced into the national economy of the USSE. The introduction of these

installations will not only create in the production areas favorable working

conditions, but will also ensure provision of environmental air parameters

necessary for the efficient conduct of technological processes.

In the modern air-conditioning installations the process of the prepara-

tion of the air is to a considerable degree automated. However, analysis of

the automatic control systems (ACS) for these installations shows that they

have essential deficiencies in many cases.

This is the result of the fact that a proper choice is not always made

of the method of regulation or the type of regulator; sometimes use is made

of circuits and equipment which do not meet the high specifications, because

the dynamic characteristics of the production shop and the installations for

air conditioning as a whole have received little study.

Therefore, the specified air parameters are not always maintained through-

out the year within the limits or following the laws demanded in recent times

by the production technology of various plants.

In order to design ACS with a wide range of control to satisfy the ever-

increasing demands of production technology of the various branches of industry,

the circuit shown in figure I has been selected on the basis of an analysis of

the latest schemes for air conditioning. We call this scheme the generalized

air-conditioning circuit. An ACS has been developed for this circuit. By

modifying the generalized ACS for the conditioning installation in accordance

with the requirements of a specific regulated system we can obtain quite a

number of particular_ simpler and more economically advantageous schemes,

which have received wide application in industry.

Figure I shows the controlled system and the completely automated air-

conditioning installation. In the controlled system--a production area--we

must maintain within given limits the temperature and relative humidity,

pressure, air velocity and air purity. The specified value of the air pres-

sure and velocity of air movement are usually provided by the selection /177

of a fan and a system of air distribution in the production area, and the
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Kp-Sf'b_

Figure i. Functional diagram of automated

air conditioning installation. Nomencla-

ture shown in tables 1 and 2.

purity is provided by means of the filters F and washing in the spray chamber

SC. The specified value of the air temperature is provided by heating the air

by means of the preheater H, the first stage heater I-H and the second stage

heater II-}{, and also by the addition to the fresh air of some quantity of air

recirculated in the first or second mixing chambers or air which is cooled

with the aid of the surface cooler O. The specified value of the relative

humidity of the air is provided by moistening it in the spray chamber SC, for

which the spray water can be heated in the heat exchanger HE-1 or cooled in

the heat exchanger HE-2.

Among these control parameters the primary ones are the temperature and

the relative humidity of the air, which are, moreover, interrelated quantities.

In order to design a simpler ACS and to facilitate its adjustments, we

control of the temperature of the air in the production area. This ACS, which

contains two basic control loops ACS@p and ACS@in , combines the operation of

its individual elements into a single complex with a minima&number of con-

trollers (one for each controlled parameter), and will, we believe, provide

excellent regulation.

However, for the design of a scientifically sound ACS we must determine

the static and dynamic characteristics of the controlled system and of the

elements of the air-conditioning installation, because it is impossible to
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say anything about the s_ste_'and the selection of the regulator without study- •

ing the system as a whole.

In View of the fact that the characteristics which are suitable for the

solution of the general problems for several reasons cannot be obtained experi-

mentally_ there arises the necessity for determining them analytically.

Table i presents the equations and transfer functions of the dynamic ele-

ments of the ACS_gp loop for the dew point temperature downstream of the /178

spray chamber SC; table 2 presents the equations and transfer function of the

dynamic elements of the ACS@in for the air temperature inside the production
area.

The equation of the controlled object of the ACS@in loop was derived on

the basis of analysis of the production area. As the most typical example we

studied the spinning room of the cotton textile industry. The equation and

the dynamic parameters of the control System of the ACS@ loop were determined
P

from experimentally recorded curves of the transient process (ref. i). The

equations of the remaining elements of the automated air-conditioning installa-

tion were obtained for a given ACS using the familiar methods (refs. 2-4).

Figures 2 and 3 present the block diagrams of the ACS_p and ACS@.In loops

of the air-conditioning installation, where the numbers and the indices of the

I

i

I I

il I

Figure 2. Structural diagram of ACS for control of dew

point temperature. Nomenclature shown in tables i and 2.
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Figure 3- Structural diagram of ACS for control of air

temperature inside production area. Nomenclature shown

in table 2.

dynamic elements of the loops correspond to the numbers of the elements of

tables 1 and 2.

The generalized circuit of the ACS for the air-conditioning installation

was developed in such a way that it changes its structure with change of the

magnitude and sign of the disturbing action applied to it. The scheme of the

variation of the structures of the ACS loops are shown by arrows in figures 2

and 3.

For the analysis of these ACS loops we must determine the transfer func-

tion of those structural diagrams which are created with the most unfavorable

conditions of operation of the controlled process. T_nese conditions for the

considered class of systems correspond to two regimes of operation, namely,

the regime of operation of the system under winter (minus) and summer (plus)

maximal temperatures of the outside air, and in certain cases also the regime

of operation when the minimal amount of power is expended on the "preparation"
of the air.

From figures 2 and 3 we see that the ACS loops include a relay ele- /180

ment which, as well as the actuator, is enclosed by the internal proportional
feedback.

A_ly_ nf one of the _ossible and highest response regimes of operation

of the ACS studied shows that the external actions applied to the relay element

enclosed by the internal feedback vary considerably more slowly than the action

of the internal feedback. Therefore, we can assume that the given relay servo-

system provides satisfactory tracking of the disturbance applied to it (refs.

5 and 6). However, for the existence of a continuous smooth control regime

several conditions must be satisfied (ref. 6).

Computations show that these conditions are usually satisfied for /181

the considered class of systems. Therefore, we can assume with complete justi-

fication that the smooth control regime will also exist in the remaining oper-

ating regimes. Then, under certain conditions, the relay system can be
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replaced by a linearized system, in which the amplifier with relay character.-

istics is replaced by an amplifier whose gain tends to infinity. In this case

the relay element, the actuator and the feedback element can be replaced by a

single linear element with a transfer function equal to the inverse of the mag-

nitude of the transfer function of the internal feedback element.

The study of the critical regimes of operation of the ACS was performed,

using as example the typical installation of the year-round air-conditioning

plant of one of the spinning shops of the textile plant in Reutov, Moscow
oblast. The concrete diagram of the air-conditioning installation for /182

this shop was obtained after corresponding computation of its winter and summer

heat balance from the generalized diagram of figure 1 by means of exclusion of

the heat exchanger equipment HE-l, HE-2 and the loop for preheating of air.

The determination of the effect of the gain on the stability of the ACS

loops of the air-conditioning installation was performed with the aid of the

generalized criterion of stability (D-partition). Figures 4a and b and 5a and b

Jr/1 KII

J
-7 __ '- " ZZ;5

zos_m_ 25 _0 7S /00 /25 150 300 Re R.

-50 /80_..
ZZO_",,,,_..

•5 2.50_ ....

300
-

Ira _z a

"Ij

IO!
50 lZ

-1_

•-Zl;

-3l;

b

Figure 4. Curve of D-partition with respect to gain of ACS,_p loop.

a, For summer critical regime of operation; b, for winter critical

regime of operation.
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Figure 5. Curve of D-partition with respect to gain of ACS,_in loop.

a, For summer critical regime of operation; b, for winter critical

regime of operation.

show the D-partition curves with respect to the system gain K for the critical

regimes of operation of the ACS_p loop and the ACS_in loop, respectively (w c

is the frequency of the interval of positivity of the real characteristic, Oa

is the vector K for a given value of the frequency).

A preliminary evaluation of the performance of the ACS can also be made

from these D-partition curves. However, for a more precise evaluation of the

performance indices of the system and their correspondence to the spec- /187

ified values, the real frequency characteristics were constructed from these
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Figure 6. Curve of transient process of ACS% loop.

a, For summer critical regime of operation; b, for

winter critical regime of operation; _im_ initial

deviation; tp, control time; 60_ variation of con-

trol; ¢_ regulator deadband; 6m, maximal static

error; 02m _ maximal acceptable overcontrol.

curves (ref. 7). After replacement of the frequency characteristics by the

sum of the trapezoids, the curves of the transient process were constructed

(ref. 8).

Figures 6a and b and 7a and b present the curves of the transient process

for the critical regimes of operation of the ACS,gp and ACS_.ln loops, respec-

tively. Analysis of the curves of the transient process shows that the system
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Figure 7. Curve of transient process of ACS@in loop.

a, For summer critical regime of operation; b, for

winter critical regime of operation. Notations same

as in figure 6.

satisfies the technical specifications, since its performance indices fall in

the specified limits.

Conclusions

A generalized ACS diagram has been developed for an air-conditioning in-

stallation which permits the use of a single static regulator for each regulated

parameter with a large number of regulating elements operating sequentially from

it.
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The equations of the controlled system and of the elements of the gener_

alized diagram of the ACS for this installation have been derived in general

form.

The critical regimes of operation of the ACS have been studied, using as

example a typical installation for air conditioning, and the performance indices

of this system have been determined. This permits a rational approach to the

development of an efficient ACS for air-conditioning installations in various

branches of industry.
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III. COMPUTERS

SIMULATION OF CERTAIN SYSTE_ WITH DISTRIBUTED PARAMETERS

A. G. Butkovskiy

The theoretical consideration of the questions of optimal control

of systems with distributed parameters leads to the necessity of constructing

models of such systems (ref. i). The simulation of processes described by

equations in partial derivatives has, moreover, great importance in the in-

tegrated study of these processes.

The present paper considers the method of simulation of two forms of

processes which are described by the following two types of partial deriva-

tive equations

I. by a_- +b /_T+Q=u

with O_y_L, O<t<T.

The boundary condition has the form

(1)

Q(o,t)=Qo(t ), O_t_T. (2)

The initial condition has the form

Q(y,o)= qn(y), o_<_< L. (3)

Q = Q(y, t) is the distribution function describing the process in the

system

b is a coefficient which depends on the difference N = g--

t

S v _) dp; _
@

v = v(t) is a positive function of the time t;
u = u(y, t) is a known function of its arguments which cembe the control

function in the process of the control of the process.

253



II. OQ --a .a*o oQ...Q_
a'-T-- ax_ -- v ay

with O _< x < S, O _< y _< L, O ._< t _< T.

The boundary conditions have the form

ao ] =_[u(y,t)--Q(S,y,t)]; O_y_L, O.._t.._T;
T X x=S

!

°Q1-.gT_=°=rlv(y,O--Q(O,y, Ol; O%y<L, O<t'_r;

Q(x, O, t)= Qo(x, t); O<x<S, O_t_T.

/

./

(_)

(6)

(7)

The initial condition has the form

Q(x, y, o) = Q (x, y).
in

(8)

Here the notation is

Q = Q(x, y, t) is the distribution function in two spatial dimensions

which describes the process in the system;

ain is the coefficient of thermal conductivity, dependent

t

on the difference _-_Y--Sv_)dP;
0

= _(t) is a positive function of the time t;

and y are constant coefficients;

u = u(y, t) and v = v(y, t) are known functions of their arguments,

which can be the control functions in the control process.

Equations of type I and II are among the basic equations of mathematical

physics; they describe numerous thermal, diffusional, stochastic and electric

processes in various systems. Such equations describe the processes in many

production facilities, where the material being processed moves through the

processing zone.

As an example of the construction of a model of a system described by

equations of type I and II_ let us consider the processes of heating of

metal in a through-flow furnace, for example, in a continuous furnace. The

through-flow heating furnace is a typical system with spatially distributed

parameters. The primary parameter which characterizes the furnace operation--

the temperature Q of metal being heated in the furnace--is distributed both

along the length of the furnace and through the thickness of the metal and is

a function of three variables Q = Q(x, y, t).
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Normally, bilateral heating of the metal is accomplished in the con-

t_nuous furnace, and the process temperature is characterized by two functions,

also distributed along the length of the furnace: u = u(y, t)--the tempera-

ture of the upper semispace of the furnace and v = v(y, t)--the temperature

of the lower semispace of the furnace.

In the design of a system for optimal control of a continuous furnace

to synchronize its operation with a rolling mill, the need arose for con-

struction of a model of the process of heating the metal in the furnace, i.e.,

the calculation of temperature Q of the metal being heated in the furnace as

a function of spatial coordinates x and y and of time t, i.e., Q = Q(x, y, t).

In the theoretical analysis of the problem it was found that the tem-

perature in the furnace u = u(y, t) and v = v(y, t), considered as the con-

trolling action during heating, even in the simplest case (ref. l) must

depend on the distribution of Q (fig. l). For simplicity we shall first

describe the case of unilateral heating of "thin" stock (criteria Big 0.25)

from the initial temperature Qo(t) = 0. In this case the heating process is

described by an equation of type I, where b is the coefficient charac- /244

terizing the heat transfer condition, which depends on the thickness of the

Measurement of l-_-

furnace tem- _-_ U. " _ .,-U.

perature u_ _____ __

._-.I,, , ,!i I / / I i /sl I I , ,I ,._ ,

•
' I I [Z I -.. ' I
! I J,," b I I U. I

I I i
I ', / I i

V" I 1. ,I I

Figure i. Graph of furnace temperature

U = U(y,t) and of stock temperature along

furnace length Q = Q(y,t) at some fixed

moment of time t. l, Pusher; 2, burner;

3, stock being heated.

2,5_



stock being heated, its specific heat and the heat transfer coefficient in

the furnace. Other conditions being the same_ coefficient b is proportional "

to the porosity of the stock.

The function _ = _(t) _ O, 0 _ t _ T is the rate of movement of all stock

being heated in the furnace as a function of time t measured by the velocity

sensor; the function u = u(y, t) is the temperature in the working space of

the furnace, which is measured with the aid of temperature sensors at several

points of the furnace. From these points a piecewise-linear approximation of

the temperature u is constructed; the function Q = Q(y, t) is the temperature

of the metal in the furnace as a function of coordinate y and time t.

Let us fix the point associated with the moving metal which at the instant

of time t = 0 is at the point y = O. Let U = U(t) be the temperature of the

furnace which acts on this point in the course of the entire time of its stay

in the furnace, until it reaches the coordinate y = L. Then the equation of

the heating of this point has the form

b dq+q=V(t), (9)
dt

where q = q(t) is the temperature of the point in question as a function of the

time t.

It is evident that U(t)= u(iv(p)dp, l), i.e., U(t)is equal to the tempera-
t

ture in the furnace u = u(y, t) where instead of y the expression Iv(p)dp
0

is substituted, and the integration must be performed until moment tl, /245
tl

which satisfies the condition _ v (p)dp = t. It is also evident that if we
e

integrate equation (9) from the moment of time t O to the moment tl, 0 -< t O -< t 1,

with the initial condition q(to) = QO (Qo is the metal temperature at entry

into the furnace, at point y = 0), then q(tl) is the temperature of the metal
tl

at point Y=-!.v(p)dp at the moment of time tI. i.e.,

a (t,) = q (y, t,),

where
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Thus the computation of the distribution Q = Q(y, t) at moment t requires

knowledge of the functions b, _, and u at the time interval It - T, t] before,
where T is determined from condition

t

I v(p)dp= L. (lO)
t--q_

These functions can be stored on individual tracks of a magnetic drum, which

turns with a sufficiently high speed so that we can solve the equation at a

high rate. For the reproduction of a function of two variables u = u(y, t)

we must store several functions. In particular, for the case shown in figure

1 it is necessary to store the three functions

Ua=Ua(t); U,= Ue(t).

With the aid of a controllable functional converter having the functions

U a = Ua(t), Ub = Ub(t) and U c = Uc(t), we can reproduce the function u = u(y, t).

For storage of each of the five indicated functions of time U#, Ub, Uc,
b and v, the corresponding track of the drum is divided into n = T/At sectors,

where T is the maximal possible time of stay of each piece being heated in the

furnace, and At is the interval of time between two neighboring recordings of

the functions, which is chosen from the condition of the accuracy of their
approximation.

At the moments of time ti, i = l, 2,..., separated from one another by

At, in alternate sectors of each track the instantaneous or averaged, over

the time At, value of the function corresponding to this track is recorded i.e.,

Uai' Ubi' Uci, bi, vi" The recording is made in the direction opposite to

that of the rotation of the drum. After filling of the last nth sector, the

next recording is again made in the 1st sector after the interval At, then in

the 2nd sector, etc. Thus, all required functions for the time T past are
stored on the drum.

............ tO

pute the temperature of the metal at the end of the furnace with y = L. Assume

that the last recording was made in the rth sector.

Consequently, the reproduce channels must be energized at the moment when

that sector in which the recording was made at the moment t - T passes the

reproduce head, where T is determined from the condition (lO) in discrete
form

A="E" (n)
l=k
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The determination of numberk of this sector is performed in two _.
revolutions of the drum as follows: beginning with sector r, where the last
recording was made, summationis performed of the quantities _i over all n

sectors of the drum, as a result of which we obtain the quantity Rn = _i_

the constant quantity L (furnace length) is subtracted from Rn; in the fol-

lowing revolution the summationbegins with the samesector r as in the first
revolution, but with the sign reversed. At the momentwhen there is zero at
the output of the summator, the reproduce heads will be located opposite the
sector in which the recording was madeat the momentof time t - T. At this

moment the reproduce channels are energized and information from all five

tracks is applied to the controlled functional converter and control model (9)

(fig. 2). The value of function B stored in this sector is stored on the
condenser. This stored value is applied to control model (9) in the course

of the entire solution.

At the moment when the rth sector, where the last recording was made at

the moment of time t, passes under the reproducing heads at the output of

control model (9), we obtain a voltage proportional to the value of the tem-

perature of the metal at point YO = L, which is stored (for example, is re-
corded in a free track of the drum, see fig. 2). At this moment the reproduce

channels are blocked. After this, the reproduce channel is enabled at the

moment of the beginning of the passage of the sector with the number (k + i)

under the reproduce head. When the rth sector reaches the reproduce heads,

there will be a voltage at the output of control model (9), corresponding to

the metal temperature at the point Yl = _ _. The obtained temperature value

l=h+*
and the coordinate are stored in the following sectors of the 6th and 7th

tracks of the drum. After each revolution of the drum the number of the

Figure 2. Structural diagram of system model

with distributed parameters, i, Drum recording

unit; 2, magnetic drum with seven tracks; 3_ re-

produce unit; 4_ controllable functional converter;

5, aperiodic element, which models heating of stock

with variable time constant _.
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sector with which the solution begins is i_creased by unity, and so on to the

rth sector. Since the drum can revolve rapidly, during the time interval At

the temperature distribution along the entire length of the furnace is computed.

In principle, the modeling of the equations of type II is analogous to

the modeling of the equations of type I. The block diagram of the simulation

of equations of type II differs from the scheme of figure 2 only in the block

5. An equation of type II describes the heating of metal in through-

flow furnaces with the criterion Bi > 0.25 ("thick" body). In the case when

the boundary condition (6) has the form

this corresponds to the situation where the model of equation (9) is replaced

by the model of the following system of ordinary differential equations

dq__A__
dt _ [U (t) -- q,] + _z (qz --qz);

_q_ = IAz(qi-z -- 2qi "_-ql+z), i = 2, 3, .. rn -- [,
dt " '

dqn_
"_ = l_x (q.-_ -- q,,)l,

(12)

where

13 _ a S

_t c'rs ' _z _s= s=' m

These equations, as is known, approximate the one-dimensional equation of
thermal conduction .....

Oq __ _ _q t-_ ._'_

Ot -- - Ox z _ a.j i

with the boundary conditions

= p(u --q)and _ = 0,OX x=S

where a =- is the thermal conduction coefficient.
cT
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DIGITALCOMPUTERS'JFORCOMPILINGMILLINGMACHINEPROGRAMS
-%84 

V. A. Brik

A prototype has been developed in Laboratory No. 7 of the Institute /248

of Automation and Remote Control of the Academy of Sciences_ USSR_ of a VPO-1

specialized computer intended for compilation of the program for machining on

a milling machine, with digital program control of parts whose profiles consist

of rectilinear segments and arcs of circles. Details of this type constitute

the overwhelming majority of all parts used in general machine design.

The salient feature of the device is that it generates the machining pro-

gram in the form of binary coded numbers--the codes of the linear increments

of the coordinates, thereby replacing the contour of the part by a set of a

relatively large number of linear segments which must be machined with the aid

of the linear interpolator mounted on the machine tool. Thanks to this method

there is, on the one hand, a reduction of the volume of information introduced

into the machine tool (in comparison with the unitary code), and on the other

hand, only a relatively simple computer is installed directly at the machine

(linear interpolator), which can operate with high reliability.

The foundation of the VPO-I is a new mathematical algorithm (refs. i and

2), by which the coordinates of the sequential points of the circle and straight

line are calculated, respectively, using equations

x (a+ I)= x (.)(I -- 2-'_-*)-_-y (.)2-_;

y (-+ I)----y (n)(I-- 2-_h-*)-Fx (.)2-_; J
x(.+ I)= x(.)+ h,;
yC.+ I)= yC.)+ J

(1)

(2)

where _ and h are given quantities and k is a whole positive number, specified2

as a function of the radius of the circle.

The device operates in the binary notation system and therefore multipli-

cation by 2-k or 2-2k-1 reduces to a single shift of the multiplicand.

The linear increments generated by the device are computed from the

equations
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a x (n) = x (n + 1)-- x (n)q
a.o,(n) = u(n+ 1)- y(n).[

Simultaneously the device computes the differences

x,, --x (t_--i-1); /
y,, -- .y(n+ 1),f (4)

where xk and Yk are the given coordinates of the end of the segment.

When both differences become smaller than the small quantity M = 2-6_ the

device transmits the differences (4), thus canceling out all error accumulated

over the segment_ after which the machining of the new segment is started.

The initial data for each linear segment of arc must be located on one

line of the punched card introduced into the computer• After the machining of

a given segment, the punch card is shifted and the machining of the following

segment is initiated. The number of segments can be anything desired.

N = 19 bits are used in the device for the representation of the numbers_

of which the first 13 are true, while the remaining 6 are assigned to the

accumulated error. The magnitude of the error was determined on the basis of

experimental and theoretical analysis (ref. 3).

The present paper describes the circuit of the prototype of the VP0-1.

The device is basically constructed from standard cells from the Ural univer-

sal digital computer. Therefore we shall use here the notation adopted in

reference 4.

A general view and a simplified block diagram of the operational model of

the device are shown in figure la and b. It consists of the input unit IU, the

control unit CU and the arithmetic unit AU. All required data for the opera-

tion of the device are introduced into it from the input unit. For the case

of the circular arc, these data are the coordinates of the initial point x(O)

and y(O), the coordinates of the end of the segment xk and Yk' the quantity k,

the line-arc symbol (L-A) and the binary symbol indicating the direction of

motion along the circular arc.

In the case of the machining of a straight line_ the values of the ele-

mentary increments hI and h2, the quantities xk and Yk' the symbol L-A are

introduced from the IU. A portion of the data from the IU is continuously

applied to the CU in the course of operation of the entire time of the com-

putations associated with the given segment. This includes quantity k_

symbol L-A and the symbol of the direction of motion along the arc. Some

data from the AU are also supplied to the control unit.

All processing of the information takes place in the arithmetic unit AU_

consisting basically of two binary registers Rel and Re2_ the shifter Sh and
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the summator Su. The registers Rel and Re2 serve, in essence, only as an opera-

tional memory for the temporary storage of information.

Addition and subtraction of positive and negative numbers is performed in

the summator with the use of an inverse code.

In accordance with the data introduced into it, the control unit generates

the controlling pulses which in the required sequence, following a fixed pro-

gram, control the input of the data into the AU, the processing of the data,

and the output of the results. The CU includes the pulse timing generator

(multivibrator), the pulse counter and a large diode circuit (decoder).

The frequency of the timing generator determines the rate of operation of

the entire device. The pulse counter contains 9 binary place bits (triggers)

with definite combination of which the control unit delivers, with the aid of

the decoder, definite control signals. Thus the entire device operates in

accordance with a fixed program, determinable by the sequence of the control

pulses delivered by the decoder, and this sequence is in turn defined by

the changes of states of the triggers of the pulse counter (and also by the

state of the sign triggers in the shifter and in the summator, introduced by

the quantities k, L-A and others).

The binary registers of the machine each contain N = 19 significant bits

and one sign bit. The output information (Ax and Ay) is located in the sign

place and in the 7-15 places of the summator.

The quantity k can have the values 4, 5 and 6, which correspond to the

generation of i00, 200 and 400 equally spaced points on a circle.

The control signals available in the device include:

Sl is the signal to reset the first register, Rel, to zero;

S 3 is the reset signal for the shifter Sh;

$4 is the signal to reset the summator Su;

DI2 is the signal to deliver a number from Rel to Re2 (direct code);

DI3 is the signal to deliver a number from Rel to Re 3 (direct code);

A is the signal for direct code delivery of the first 15 bits from Sh to

summator Su;

D is the signal for the delivery by inverse code of the first 15 bits from

Sh to Su. In this case unity is added to the sign bit of the summator;

S is the signal for the delivery by direct code of the 16-19 bits from

Sh to Su;

F is the signal for the delivery by inverse code of the 16-19 bits from

Sh to Su;
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D is the signal for adding unity to the 16-19 bits of Su;

ROis the roundoff signal;

R04 is the signal for the entry of unity or zero to the 16-19 bits of Su
(units are entered if in Su there is a negative number; zeros are entered
otherwise). This signal is generated with the aid of the signals Dhld and D$10;

D41d is the signal for the delivery of a numberfrom Su to Rel by direct

code (for the transfer of a positive number);

D410 is the signal for the delivery of a numberfrom Su to Eel by inverse

code (for the transfer of a negative number);

Sh is the signal for a shift by one place of a number in the shifter; the
shift is performed in the direction of the less significant places. The sig-
nals Sh are generated with the aid of the auxiliary signals Sh3 and Sh4;

Ex(0) is the signal for the entry of x(O) or hI from the punchcard IU into
Su;

Ey(O) is the signal for the entry of y(0) or h from IU into Su;
2

Exk is the signal for the entry of xk from IU into Su;

Eyk is the signal for the entry of Yk from IU into Su;

DAx is the signal for the delivery from the device of the sequential
increment Ax;

DAy is the signal for the delivery of Ay;

DSs is the signal used to verify the approach to the end of a segment,
namely to analyze the quantity Xk-X (n + l) or the quantity yk-y (n + 1);

Sc is the signal for the termination of the cycle of computations of each
point;

Sp2 is the signal on the entry of the point x (n t i), _ (u + i) into a

definite zone about the point Xk, Yk;

St is the signal to stop the device.

Prior to initiation of the processing of a new segment the signal PrR

('_reparatory reset") is sent, which establishes the pulse counter and certain

other elements of the device in the initial position. The operation of the de-

vice in the machining of a single segment (rectilinear or circular) consists of

three stages.

The first stage is entry of initial data and preparation for first cycle.
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The second stage is the cyclic computation of the coordinates of the

sequential points of the segment and the delivery of the increments of the

coordinates with simultaneous verification of the distance from the current

point to-the specified end of the segment.

The third stage (with approach to the end) is the computation and the

delivery of the last differences Ax = Xk-X (n + i) and Ay = yk-y (n + i)

and stopping the device.

The operations in these stages for the cases of the arc and the

straight line differ somewhat from one another.

In the design of the unit we chose that sequence of operations which pro-

vides a minimal number of different operations of number transfers, register

resets, etc. To achieve this result we had to permit the performance in the

summator of the operation x (n) • y (n) 2-k and the operation y (n) _ x (n) 2-k

which causes overfilling of the summator. However, analysis shows that this

overfilling does not distort the final results, i.e., the quantities x (n + i)

and y (n + i).

The detailed algorithm of operation will be considered below in the

description of the control unit CU.

Arithmetic Unit

The block diagram of the arithmetic unit is shown in figure 2. All signal

controlling pulses (other than the shift signal) have a duration of 180 or 50

_sec and are formed in the CU with the aid of two standard series of positive

pulses: S180 (duration 180 _sec) and $50 (duration 50 _sec). Both series

have constant and identical frequencies (with a constant frequency of the clock

generator), but are shifted in time relative to each other. The S180 series,

as can be seen from figure 2, is also used for the formation (after assembly)

of the input pulses in the shifter and summator.

Figure 2 does not show the details of the four blocks (shift, stop and

two roundoff blocks) which will be considered below.

The purpose of the signals DI2, DI3, D41d, D410_ SI, $4, $3, Sh can be

understood from a listing of the control signals.

The numbers in Rel, Re2 and Sh are represented in a direct code; the nega-

tive numbers differ from positive numbers only in that a one is in the sign

place.

In the summator Su addition and subtraction of the numbers is accomplished

in an inverse code; the summator is of the parallel type with sequential carry

of unity through the delay line, as used in the Ural computer.

The transfer of positive numbers from Su to Rel is accomplished by a direct

code with the aid of the signal D41d, while the transfer of the negative numbers
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To Su_
Record 0000

Record
iiii

n.u. As3 15 As4

_±6_......2. a, Stop _+:...... h, rnundoff unit No. 2;

c, roundoff unit No. i; d_ shift unit; e, summator.

In all figures, K = cathode.

is performed by an inverse code with the aid of the signal D410, so that the

mantissa of the number is always represented in Eel by a direct code. The

transfer to Rel goes to various inputs of the triggers. Thanks to this scheme

of transfer there are none of the usual assemblies and forming diode gates.

With the transfer of a negative number from Su to Rel (with the aid of D410) ,
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unity is entered in the sign place of Rel with the aid of the pulse D410 itself.

The signal SI for the reset of the first register is applied directly before

the deli%ery of numbers from Su into Rel.

The transfer of a number from Rel to Re2 is accomplished simultaneously on

the various inputs of the triggers T-l, which permits avoiding the preliminary
reset of Re2 to zero.

Since with multiplication by 2-k and 2 -2k-I it is only necessary to shift

the mantissa of the number in Sh, the pulses for shift Sh are not applied to

the sign place of the shifter (cell Re241).

The shifter has one additional trigger (cell 231 ) for the most significant

of the shifted places. This place controls the operation of the first round-

off block (this will be considered in more detail below).

The letters "n.u." in figure 2 denote the conductors along which the

quantities x(0), y(O), hl, h2, Xk, Yk travel from IU.

Let us consider the operation of the four small additional blocks shown

in figure 2.

Shift Block /254

The block diagram is shown in figure 3. The reset pulses S 3 are formed

by the decoder, shaped in the cells 2I-i 266, F-6 273 and 21-5 275 and are fed

to the reset buses of the sign place and all the other places of the shifter.

The durations of the S 3 pulses, just as all the other reset pulses in the unit,

are equal to 50 bsec. The shift pulses are formed from a continuous series

of pulses arriving at the monovibrator Mo 341. After the monovibrator there

is a gate controlled by the trigger T-I 267. The gate must open at the re-

quired moment, pass k or 2k + I pulses and again close. The opening or closing

of the gate is accomplished by setting of the trigger T-I 267 in the unit or

zero state with the aid of the pulses Sh 3 (shift initiate) and Sh4 (shift ter-

minate) which are generated by the decoder and are formed by the pulses from

the monovibrator Mo 214, which lag in time from the output of the pulses of

the cell Mo 341. Passing through the gate, the differentiating network, the

shaper F-6 273 and the power amplifier (invertor) 2I-5, the pulses of the

monovibrator Mo 341 are converted into short (duration about 2.5 bsec) shift

pulses which are fed to the reset bus of the shifter (excluding the sign trig-

ger). Each pulse causes a shift of the number by one place (in the direction

of the lower-order places).

Roundoff Block No. i

The block (fig. 4) consists of a small summator (sign and two significant

places), in which the roundoff units are summed which arrive from the auxiliary

place of the shifter (trigger T-2 231). If the shifted number is transferred
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from the shifter into the summator by a direct code (i.e., by the signal S)

and the cell T-2 231 is in the "i" position, then to the summator of the round-

off block there is added +i (pulse to the complementing input of the lowest

place of the summator--cell T-2 207). If, however, the shifted number is
transmitted from Sh to Su by an inverse code (i.e., is subtracted with the aid

of the signal F) then to summator of the roundoff block there is added -i

(by the inverse code, i.e., pulses are applied to the complementing inputs of

the triggers T-2 205 and 203).

During the time of the computation of the next value of x (n + i) or

y (n + i), there is one multiplication by 2 -k and one multiplication by

2-2k-l. With the transfer of the shifted numbers into the summator, there is

storage of the roundoff units (if there are any) in the summator of the round-

off block. The roundoff of the number in the summator takes place after the

computation of x (n + i) or y (n + i). To accomplish this the decoder de-

livers the pulse RO with the aid of which the roundoff block, in accordance

with the state of the summator of the roundoff block, generates the roundoff

pulses ROI, R02 and R03 which are applied, as we see in the block diagram _256

of the AU, to the sign place and the 1-17 places (ROI), the 18th place (R02)

and the 19th place (R03) of the summator.

Table i shows the possible combinations of roundoff pulses which are sent

to the summator Su and also shows by what magnitude they change the number in

the summator Su.

After performance of the roundoff, the summator of the roundoff block is

reset to zero by a negative pulse generated by the monovibrator Mo 199.

TABLE i

State of summator

of roundoff unit

000

001

010

Iii

i i 0

i Ol

Pulses delivered

R03

R02

R01, R02, RO 3

R01, R02

ROI, R0 3

Change of number in

summator Su

0

+ 2-N

+ 2.2 -N

0

_ 2-N

_ 2.2-N

Roundoff Block No. 2

The block (fig. 5) performs the reduction (in modulus) of the number in

the summator Su to the nearest whole number of units of the 15th place. The
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ro.undoff is performed directly following the transfer of the number from Su to

Rel on the signal D410 or D41 d.

If there is a negative number in Su, then after its transfer.on the signal

D410 the monovibrator Mo 338 delivers a positive pulse, which is amplified by

the cell 21-5 130 and triggers T-2 179-182 to the unit states (setting takes

place through the anode circuits). If, however, there is a positive number in

Su, the pulse $4 triggers the monovibrator Mo 337, whose output pulse is also

amplified by the cell 21-5 130 and triggers these cells to the zero states. In

this case, with the aid of the diode circuit sho_m in figure 5, there is simul-

taneously a blocking of the carry pulse from the 16th place to the 15th, i.e.,

from cell trigger T-2 179 to cell trigger T-2 178 (the carry pulse can occur

if prior to roundoff the cell was triggered by T-2 179 to the unit state).

The blocking circuit operates as follows. The square positive pulse /257

from the output of the monovibrator Mo 337 blocks the diode D in the circuit

of the grid input of the trigger T-2 178. Therefore, the peaked negative carry

pulse, which can appear at the output of the delay circuit DC, does not pass
to the input of the trigger T-2 178 in the absence of a positive pulse at the

output of the monovibrator.

I

i

Record iiii

iilor0o0
"v

r"

Summator I R04

I -Lr

' E
D41d &o_--_._Z

..n_ - ___._.rL

D410
l 5

1

I
I

-u" I

 2115

---!

Figure 5
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Stop Unit

The purpose of the stop unit (fig. 6) is:

(a)transfer of the device from the second stage operational regime
(cyclic computation) to the third stage operational regime (exit from a segment)
with satisfaction of the conditions

]x.i,--x(n+ 1)[(M; }ly,,--y(n+ I)1,_ M,
(5)

where M = 2-6;

(b) stopping of the device after completion of the exit from a segment.

The unit operates as follows. The seven inputs of one of the two diode

coincidence circuits CC7 are connected with the single anodes of the sign

place and the first six significant places of the summator Su, and the inputs

of the second coincidence circuit CC7 are connected with the zero anodes of

the same triggers. Consequently, in those cases when only zeros or only units

are in these places (i.e., when the modulus of the number in the summator is

less than 2-6), at the output of one of the two circuits CC7 and at the output

of the assembly As2 (cell 114) a high potential appears, which is applied to

the coincidence circuit CC 3.

A pulse appears at the output of CC 3 with satisfaction of three conditions:

with a high potential at the output of As2, with a high enabling potential PSv,

and with the presence of the pulse DSv.

A high potential PSv appears at the output of the three-stage counter

(T-2 131 , 105, 106), to whose input there are applied pulses from the output

of the ist place of the counter of the CU (see description to figure 8 below).

A single pulse is applied at the end of each cycle. Prior to beginning the

operation, the three-stage counter is reset to zero by the signal AsP. The

fourth pulse sets trigger T-2 106 in the unit state; in this case the gate at

the counter input is blocked and a high level of the signal PSv appears, which

is retained until termination of the machining of the segment.

Thanks to this, the verification of the observance of conditions (5)

begins only with the fifth point. This is done for the case when x0 = Xk,

YO = Yk' as in this case the device could stop before the instantaneous point

could manage to depart from the initial point in at least one of the coordi-

nate axes by a distance farther than M.

The pulses DSv are applied twice in the course of each cycle at those

moments when the quantity Xk-X(n + i) or yk-Y(n + i) is found in the summator.
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Consequently, with observance of conditions (5) and with the condition n > 5,

where n is the cycle number, at the output of the coincidence circuit CC 3 (cell

ll4) twice in one cycle there appears the pulse Spl applied to the two-stage

counter (T-1 ll5 and T-2 ll2), which at the end of each cycle is set to zero

with the aid of the pulse Cr ("cyclic reset"), which is generated by the
decoder.

The two pulses ST1 which appear sequentially flip the trigger T-1 ll5

twice and set the trigger T-2 ll2 in the unit state. Then, at the output of

the monovibrator Mo llO there appears the negative pulse ST2, which sets the

pulse counter in the control unit in the position from which the third stage--

exit from the segment--starts.

At the end of the third stage the decoder delivers the pulse ST1 which

sets the trigger T-1 392 in the unit state. The low potential which then

(2)
7s7 j

-L 8.r

I

I
I

I
I
I
I
I
I
I
ICr 6

I DSv r-7 PSv _r
Iku _L_ s

I_

prR ¸

I
I
I

"-u-_- I ._...._,_.r_z Sp 2 ,, I

-u- (6) l
50 _sec I

5 3 I

I
PrR I

-L_-I

II,

PrR I

(4) (5)

Figure 6. l, From CG; 2, to control unit counter; 3, 90 _sec;

4, from sign place and six highest places of summator; 5, from

1st trigger of control unit counter; 6, to control unit.
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Q

appears on the zero anode of the trigger (signal ST) blocks the gate through

which the pulses from the clock generator pass to the control unit counter. "

Thus the device stops. Prior to beginning of the operation of the device the

"stop tr{gger" T-I 392 is set in the zero state by the preparatory reset pulse

PRP.

Input Unit

The input unit (fig. 7) is intended for the input into St and into CU of

the following information: k, L-A_ the symbol for the direction of rotation,

x(O) (or hl) , y(O) (or h2) , xk and Yk" The first three signals are entered

Figure 7
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into the control unit (fig. 8) with the aid of switches, which are not shown
in figure 7- The switches are connected to the source of high (+ 130 V) and
low (+ 80 V) voltage (voltage divider). For example, in the case of machining
a straight line the switches are used to apply a high potential to the L bus
and a low potential to the A bus.

The input of the remaining information (to the summator) is accom-
plished with the aid of the circuit shownin figure 7. The signals Dx(O),
Dy(0), DXk, Dyk are generated in the CU, amplified by the cells I-1 and are

applied to the switches located on the control panel and simulating the con-
tacts of the punchcard brushes. With a closed switch the pulse passes through
the switch and diode, is shapedby the negative pulses of the series S180, is
amplified by the cell 2I-1 (188) and is applied through the assembly and shap-
ing gate to the sign trigger of the summator(the output of cell 2I-1 enters
the cable denoted in figure 2 by the letters n.u.). The other switches and
cells of figure 7 operate similarly.

The positive quantities x and y (and h) are assembledon the switches in
direct code, the negative quantities are set using an inverse code.

Control Unit /260

The control unit (fig. 8) consists basically of the clock generator CG, a

nine-stage pulse counter, cathode followers connected with the counter triggers,

a diode decoder and several circuits for amplification and shaping of the

output pulses of the decoder.

Two switches for the control of the regime of operation of the device,

the trigger T-I 391, and a gate are located between the pulse generator and

the counter. With actuation of the "automatic regime," the generator pulses go

to the complementing input of trigger T-I 391 which is flipped by each input

pulse, thus delivering a continuous series of pulses which pass through the

gate (if it is not blocked by the low level of the signal ST, see description

of the stop unit in the AU) and are applied to the counter.

If the automatic regime switch is in the left position, the pulses from

the generator are applied through one of the two gates to the 10th or 12th

ou_ _ _ _ .... m _ _q_ _h_ each switching of the "manual" switch
J_--* •

causes triggering of the gates and, consequently, one reversal of the trigger.

The pulse counter of the control unit must provide for operation of the

device in three stages; in accordance with this the counter itself operates

in three stages, or in three regimes.

The first regime (corresponding to the stage of the initiation of a /261

segment) begins with the preparatory reset of PrR setting the counter in the

initial state 001000000. During the time of the first stage, the counter is

gradually filled to the state 011111111. The following input pulse sets the

state i00000OO0. After this the second stage begins in the device. Each

cycle of operation begins with the state i00000000 and terminates with the state
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(4)

(1)
A

(2) [

(3)

180 _sec

Figure 8. i, Control signals; 2, circuits for shaping control

signals; 3, decoder; 4, to stop unit; 5, direction; 6, sign of

number in Su; 7, sign of number in Sh; 8, to shift unit; 9,

"manual"; i0, "auto". H = I; Og = Mo; FH = CG; _ = F.

iiiiiiiii. The following pulse resets the entire counter to zero, but after a

short time (about 4 _sec) the first trigger, thanks to the feedback circuit

from the output through the delay line SD back to the input, is again set in

the unit state. This takes place every time after the entire counter is filled

with ones.

Thus the filling of the counters from the state i00000000 to the state

lllllllll takes place periodically, each period corresponding to a single

cycle, i.e., to the transition from the preceding discrete point of the seg-

ment to the following point. The cyclic computations are continued until the

approach of the present point to the specified end of the segment. With ap-

proach to the end, the stop unit of the AU (see above) generates the pulse

ST2 (at that moment when the counter is in the state llllOlO00). The pulse

ST2 through the anode circuits sets the counter in the new state O00001000,

from which the third stage--the exit from the segment--begins. This stage
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terminates when the counter arrives in the position O00110000. At this moment

the signal ST appears and the device stops.

In figure 8 we see that the output signals of the seventh trigger are used

for the formation of the standard series S180 and $50. With each transition of

the third trigger from the one state into the zero state, one pulse of the

series S180 and one of the series $50 are generated. The time delays of the

monovibrator are selected so that the pulse $50 appears 30 _sec after inversion

of the trigger, and the S180 pulse appears 50 _sec after termination of the $50

pulse (fig. 8).

The pulses of the standard series $50 and S180 are delayed in order that

at the moment of appearance of the $50 pulse (which is used for the formation

of a series of signals in the decoder) all the transient processes in the pulse

counter and in the decoder associated with the arrival of the successive clock

pulse from the trigger T-1 391 have already decayed, which facilitates the

formation of the output signals of the decoder.

The decoder, located in the CU, consists of a large diode logic circuit

(535 diodes). The decoder generates a series of signals which control the

operation of the device: D12, D13, D41d, D410, A, D, S, F, D, S1, $3, $4,

Sh3, Sh 4 and others.

Each of the output signals appears under definite, fixed once and for all,

combinations of states of the input logic variables, each of which can have

two values: 0 or l, i.e., is selected by a high or low potential. These logic

variables are : the state of the triggers of the counters in the control unit,

the quantities k introduced from the punchcard, L-A, the direction symbol, the

states of the triggers of the sign summator and of the shifter--26 variables in

all, as shown in figure 8.

Since the triggers can have only a comparatively small loading, the decoder

is not connected directly to the triggers, but to the cathode followers con-

nected with the anodes of the corresponding triggers.

The circuits for the generation of the individual signals are all approxi-

mately the same. The detailed algorithm for operation of the device is com-

posed so that there is a minimal number of standard circuits with a mini- /262

mal number of diodes in the decoder. Several steps were taken to achieve this

goal.

The standard circuit (for generation of the signals D23 and EXk) is shown
in figure 9-

The signal D2 3 is generated with the aid of three coincidence circuits and

an assembly which combines the outputs of the three coincidence circuits and

the shaping gate, in which use is made of the standard series S180 for shaping

the signal D23 (and also the signal EXk). If the number of coincidence cir-

cuits is greater than 4-5, we install in the assembly after the coincidence
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circuits KBMP diodes_ which have high reverse impedance (of the order of i0 _),

which prevents reduction of the useful signal at the output of any of the coin-

cidence circuits due to leakage through the reverse resistance of the diode

assembly. The greatest number of coincidence circuits used for the generation

of a single signal is equal to 12 (signals A, D, S, Sh3).

Almost all output pulses of the decoder are formed by the series S180 or

the series $50. The shaping permits us to obtain a standard duration of the

control pulses, synchronize them with the main series SlS0 and S50 and improve

the flanks (particularly the rear).

Because of some disparity of the levels of the voltages of the logic

variables and for several other reasons, on the decoder outputs, in addition to

the large (about 40 V) positive useful pulses, there are false pulses of lower

amplitude (to 5 V). Therefore, for the further shaping and amplification of

the control signals use is made of invertors having a constant negative grid

bias sufficient for cutoff of the false pulses. During shaping and amplifica-

tion the control pulses acquire the required polarity: the reset pulses be-

come negative, the pulses for the input, transfer, output of data from the

device and certain other pulses become positive.

The CU counter digits are not used for the generation by the decoder /263

of the control signals other than the signal Sh 3. These digits participate

only in the generation of the signal for shift initiate Sh3, while the pulses

arriving at the counter input from the clock generator are also used for the

formation of the shift pulses themselves Sh (fig. 3).

/80_

18011 288,72#2,TZ3G.I 210.7 18/4,7/58.7

180_ 288.7 Z6Z.I Z38,1ZlO.I 158.7

,/qO V 288.7 20"2.1 236.7 1811.I /58.7
/

Y

(i)

(2)

(3)

G511321

I I0111

I000 1

I01 O/

Ex
/<

[ _ _R

D23

/u

A-L
S 180

Figure 9. i, Outputs of cathode followers; 2, counter

places; 3, combinations for which D23 is delivered.
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Table 2 shows in detail the sequence of the delivery of the various pulses
and the performance of the operations in the device. At the bottom of the
table are the states of the l-4th triggers of the counter, on the right are the
states of the 5-6th triggers of the counter. The signals and operations indi-
cated in table 2 are located at the points of intersection of the corresponding
rows and columns of the table. Thus, for example, the signal Cr is delivered

with the following state of the counter : iiiii0.

This arrangement of the table emphasizes the fact that in the compilation

of the algorithm an attempt was made to have every signal, for example $3,

appear, insofar as possible, with the same states of the 5th and 6th triggers

of the counter, which permits Jsimplification of the logic circuits.

The following clarifications of table 2 must be made :

(i) The computation of the increments (3) and also of the quantities (4)

is performed in the device with account only for the first 15 digits, since

lower order digits may contain an error. Therefore, in computations using

these equations the quantities x(n), y(n), x(n + i) and y(n + i) are reduced

in modulus to the nearest whole number of units of the 15th digit, for which

use is made of the R04 operation and the A operation (see below).

(2) The letter "o" denotes those signals generated only in the machining

of the circles, and the letter "s" denotes those which appear only in the

machining of a straight line.

(3) The "+" symbol denotes addition and is to be understood as: in this

place in the program the signals A and S are produced, if the number in the

shifter is positive, and if it is negative, then D and F are produced. The

"-" symbol denotes subtraction, i.e., the delivery of D and F with a positive

number in the shifter, and the delivery of A and S with a negative number.

(4) The notations • A and • A used in the table denote addition or sub-

traction performed in the machining of the circle, where the upper sign de-

notes the operation performed with movement along the arc in the counter-

clockwise direction, and the lower sign denotes the operation with clockwise
movement.

(5) The operation A denotes the subtraction from the number in the sum-

mator of the number located in the shifter, where the latter is rounded off to

the nearest smaller whole number of positive or negaLlve ..... = _ 15+_

digit. In other words, here the signals B and D are delivered, if the number

in Sh is positive, or the signal A is delivered otherwise.

(6) We must keep in mind that Ex(0) and Eh I are one and the same signal

(as are the signals Ey(0) and Eh2) , since the numbers x(0) and hI and the

numbers y(0) and h 2 are arranged on the punchcard in the same places and are

introduced into Su by pulses from the same cells.
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(7) Table 2 only shows approximately in what places of the program the

shifts Shk (by k places) or Sh2 k + i are performed.

(8) The remarks to the table show which numbers are located in Su, Sh, Re2,

and Rel after performance of a given item of the program, with the position for

machining of a straight line being shown above, and the position for the circle

being shown below.

(9) In table 2 we understand the signal D41 to be both of the signals of

the output from the summator to Rel--both D41 d and D410. Which of these two

signals is delivered depends on the sign of the number in Su. It has already

been shown above that following the transfer from Su into Rel, the last four

digits in Su are discarded (on signal R04).

(i0) In several of the table cells the reset and the output signals /264

stand side by side. For example: S 3 and DI3, or $4 and EXk, or SI and D41.

In these cases, actually, both signals are generated with the same position

of the pulse counter, but the reset is still performed first, and then the

transfer or entry. This follows from the fact that in the decoder the reset

signals are formed by the series $50, while the transfer signals are formed by

the series S180. Since the pulse S180 begins only with a delay of 50 _sec

after the end of the pulse $50, as we see from the block diagram of the control

unit in figure 8, the reset signal is performed first and then the transfer.
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FAST-ACTING ELECTRONIC MULTIPLIERS

F. B. Gul'ko

One of the most important characteristics of multipliers is their /265

resDease_time. This requirement is imposed not only on the multipliers used

in electronic sim_ators, but also those used in other fields such as in

electric instrumentation (wattmeters, powermeters, etc.).

In the question of the speed of response of the multipliers we can iden-

tify two independent yet interrelated problems: (1) the design of the multi-

pliers on the basis of low-inertla elements which permits obtaining fast

response of the entire system as a whole and (2) analytic and experimental

evaluation of the response time of the multipliers•

Relative to the statement of the second problem it is necessary to make

certain remarks associated with refinement of the concepts of "response speed"

and "passband" for the multipliers.

The fundamental criterion cf the performance of the multiplier is th e 82-

curacy of the multiplication operation performed by it. It is evident that for

every multiplier there exist two (for two inputs) classes of functions on which

the multiplication operation is performed by a given multiplier with an error

no greater than some specified quantity. The determination of these classes

of functions as a function of the magnitude of the error is the general problem

of the analysis of the multiplier. A similar general problem is the inverse

problem of the determination of the maximal error for a given class of functions

(which can be specified in the time domain or in the spectral domain).

At the present time it is not always possible to resolve these problems in

the general case. Therefore, in practice the characteristics of the multipliers

are computed and measured only for a limited class of functions, namely for the

_n1_o_dal s_gna]s and for ste_-tvoe signals. While for linear systems the re-

sults obtained with such computations and tests (i.e., amplitude-frequency and

phase-frequency o_ transient characteristics) permit the study of the behavior

of the systems in Jvery different regimes, it is easy to show that for multi-

plier devices these data are in the general case insufficient.

Actually, if a multiplier is tested with the application to one input of

a sinusoidal voltage and the application to the other input of a constant volt-

age (this form of test is widely used), we cannot make any judgement on /266

the operation of the same device with the application of sinusoidalvoltages

to both inputs on the basis of the data obtained, because the output stage in

283



the second case will operate at a frequency double that attained in the first
case.

It can be shown that with the testing of the multiplier using two sinusoi-

dal signals the error will depend on the relationship of the phases of the

signals. In particular, if the multiplier is built using quadrators, the tests

with in-phase and out-of-phase signals can give different and completely unre-

lated values of the errors, because in these cases multiplication is accomp-

lished as the result of the operation of different quadrators (squarers).

Thus the concept of "bandpass" for the multipliers has meaning only for a

specific test method. A single test method has not yet been established, and

the comparison of multipliers tested by different methods is therefore fre-

quently difficult.

Let us now consider the factors which limit the passband I of certain multi-

pliers. In direct action multipliers the passband is limited, as a rule, by

the inertias of the input and output stages. As an example let us consider the

multiplier based on the use of the Hall effect in semiconductors. A whole

series of such multipliers has been described recently. Their primary advan-

tages which have attracted attention to them are simplicity of construction,

small size and high reliability. Finally, the multipliers of this type are

practically inertialess with respect to one input. The essential deficiencies

of these devices include the low output voltage (of the order of tenths of a

volt) and the high temperature dependence (with the exception of the devices

made using indium arsenide).

The simplest multiplier of this type is represented by the block diagram

of figure la (here the multiplication sign denotes the multiplying part itself,

which can be considered practically without delay up to 10 8 - 109 cps).

_-_{jwJ j_f.1 tput _tput

a b

Figure i. Multiplier using the Hall effect, a, Block

diagram of simplest multiplier; b, block diagram of

multiplier with negative inductive feedback.

iThe concept of "passband" is defined in each specific case hereafter.
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The inertial element representing the inductance coil, in principle, /267
can be nonlinear, which leads to additional error. To eliminate the non-

linearity we make use of a circuit with negative inductive feedback (ref. i),

where the inductance sensor is also a Hall sensor mounted in the gap of the

electromagnet. The block diagram of this device is shown in figure lb. We

shall show that the circuit with negative feedback also reduces the dynamic
error.

We define the limiting relative dynamic error ¢ as follows

= sup'1h (0-- f (01
sup I f (0 i

where f(t) is the output signal which would be obtained in an ideal (giving no

dynamic error) system; fl(t) is the output signal of the real system.

It is easy to verify that for the linear reproducing system with the tran-

fer function K(j_) the dynamic error for a sinusoidal signal is

s (o) = IK (i,.o)-- K (o) I
IK (0) I

which for the inertial element gives

8 (o,))= r C_o:r)'+ 1 "

If we assume that the s_gnal is applied to the multiplier through the inertia-

less input (fig. la) without distortion, the overall error of the multiplier
will have the form 1

ov = overall ]f'!o_T)=
_v _ e(_)= ri + (=r)" •

In the circuit with feedback (fig. ib) the time constant of the inertial

input in comparison with the open system must be reduced by a factor of K8

times; howeverj this is valid only when the amplifier operates in the zone of

linearity.

iThe equality sign in the equations for the total error obtains, in particular,

with the application of a constant voltage to the second input.
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Let us use U--ytO denote the maximal output voltage of the amplifier with

its operation in the linear zone, and_ I to denote the amplitude of the input

voltage (at the inertial input) and let us introduce the coefficient

Then the critical frequency _cr at which the amplifier leaves the linear zone

is determined by the equation

or with (K_)2>>m 2

With _ < Wcr the dynamic error .of the multiplier (fig. ib) can be

estimated as follows

/268

(toT)"

and with _ = _cr (with account for (K_)*>>m2):

I%v

With the same frequency the error of the open circuit is

Vq[%vl'-" < --m_"cr
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0 %r
JL

Figure 2. Variation of Hall effect multiplier error

(as a function of frequency) without feedback (i) and

with inductive feedback (2).

The limiting errors of the multipliers of figure la and lb are represented as

a function of the frequency in figure 2. As follows from the computation

presented, in the multiplier with feedback, the passband diminishes with in-

crease of the amplitude of the input signal U 1.

Similar calculations can be made for other direct action multipliers with

inertial elements at the input, for example, the electron-beamtube multiplier

with crossed electrical and magnetic fields. Since the response speed of these

systems is determined, in essence, by the rate of accumulation of energy in the

magnetic (or electric) field, the possibilities of increasing their response

speed are limited by the finite power of the signal sources.

In particular, the increase of the output power of the amplifier in the

circuit of figure lb would make it possible to increase the passband as a

result of the increase of the linear zone (with increase of the output voltage),

or would make it possible to reduce the number of turns of the coil and con-

sequently the time constant T without reduction of the magnitude of the in-

ductance in the gap (with increase of the output current).

Let us consider further the multipliers whose speed of response is limited

primarily by the inertias of the output stages. An example of such a multi-

plier is the electron-beam tube with cylindrical beam (ref. 2). This /269
+,,_ _oo o_ _i_+_ _,,_ _._ _.n_,_p_ _ _v]_a_al beam w_th Guite uniform

(across the section) current density, two pairs of deflection plates and a

special metallic screen divided into four quadrants which are insulated from

one another. In the absence of signals on the plates, the "image" of the

beam on the screen is a circle with center at point 0 (fig. 3a) and the currents

of all quadrants are equal. If we assign a plus sign to the currents of quad-

rants I and III and assign a minus sign to the currents of quadrants II and IV,

the algebraic sum of the currents of the quadrants (total screen current) will

be equal to zero.
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Figure 3. Multiplier using electron beam tube

with cylindrical beam: a and b, mechanism of

multiplication; c, design block diagram.

The signals Ux and Uy, applied to the plates, shift the "image" on the

screen by the distances x and y proportional to these signals. From figure

3b we see that the algebraic sum of the currents in this case is proportional

to the product xy, i.e., to the product of the signals Ux and Uy. As a result

of a whole series of factors, primarily the nonuniform distribution of the

current in the cross section of the beam, the static error of such a multi-

plier from the data of reference 2 is high (about 3 percent, including the

zero drift during the measurement time of one hour).

The dynamic properties were determined with the application of sinusoi-

dal signals to both inputs with the measurement of both dc and ac components

at the output. The dc component remained constant up to frequencies of the

order of i00 kcps, while the amplitude of the ac component was reduced by 3

db at a frequency of 70 kcps. This shows that in this case the dynamic error

is determined primarily by the capacity at the output of the device, consisting

of the capacitance between the screen quadrants and the capacitances of the

summing (and also the measuring) circuit.
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The dynamic characteristics of the electron-beam tube with cylindrical

beam can be computed, using the block diagram of figure 3c, which presents the

system for the creation of the beam L, the two deflection systems M 1 and M 2

with the corresponding transfer coefficients Kl(JW ) and K2(Jw ) (_x and _y are

the deflections of the beam corresponding to voltages U x and Uy), the device

to convert the beam deflection into the output current P and the output stage

Kout(Jw). It is essential that elements M1, M2 and P be considered inertialess

(if the output capacitance of the tube is referred to the output stage), which

considerably simplifies the analysis.

The large static error of the electron-beam tube with cylindrical beam

makes it unpromising. The electron-beam tube with a hyperbolic field (ref.

3) has far greater possibilities. The multiplier using this tube is made
with a closed circuit.

The principle of its operation is clear from figure 4a. The electron

beam passing through the deflecting system I undergoes a deflection along the

y-axis proportional to voltage U1. In the second deflecting system, which

creates the hyperbolic field, the beam is deflected along the x-axis, with the

deflection being proportional to the product UIU 2 with account for the sign.

The third deflecting system, to which voltage U 3 is applied from the amplifier

connected in the feedback circuit, deflects the beam so that its deflection at

the screen along the x-axis is equal to zero. The screen is a metallic plate

divided along the y-axis into two isolated parts. The voltage U3, taken from

the amplifier output is proportional to the product UIU 2.

According to the data of reference 3, the static error of the device does

not exceed 0.5 percent. An essential deficiency which reduces the accuracy and

complicates the tuning is that the small error (0.5 percent) is not the result

of the precise performance by all tube elements of the operations described

above; just the reverse, the individual elements perform their operations with

far less accuracy, but the inaccuracy is compensated by the other ele- /270

ments. _--nus, the _uad d_fi_ctlL_ _yste_ _w_^_ _ _°_.........._o__ ........._ _

not exactly proportional to UIU2, but is somewhat greater, with the error

proportional to (UIU2) 2. Moreover, a positive error is introduced by the edge

effect of the deflection systems. The third deflection system gives a negative

error of the order of 2.5 percent due to the reduction of the speed of the

electrons which, being deflected from the z-axis, move in a field with a poten-

tial less than the accelerating field. The electrodes of the third deflection

system are given a special shape in order to compensate for the remaining error.
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Figure 4. Multiplier using electron beam with hyperbolic field.

a_ multiplier circuit; b_ second deflection system; c_ design

block diagram.
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The upper operating frequency of the device is 200 kcps (the test method

is not described in reference 3)- Computations show that with higher fre-

quencies the inertia of the Z element begins to have an effect on the input

of the amplifier, formed by resistors R, the output capacitance of the tube

and the input capacitance of the amplifier. The block diagram of the multi-

plier using a tube with hyperbolic field is shown in figure 4c, where the

notation is the ssme as in figure 3c .

The response speed of the multipliers made using quadrators is limited

primarily by the capacitances of the quadratic converters themselves, and also

by the parasitic capacitances of the circuit (especially in the circuits with

diode converters). The compensation for these capacitances is quite complex,

and no technique has been perfected for compensation so far. The in- /272

vestigation of reference 4 made an attempt to compensate for the capacitance

of the diodes in a multiplier built using diode quadratic converters; the

dynamic error of that device at 50 kcps reached 1.5 percent (with a static

error of 0.3 percent), which indicates the low capabilities of such compensation.

It is evident that satisfactory compensation can be achieved only in the

frequency range where the capacitive conductance remains considerably below

the active conductance of the quadrator. Thus, from our data, the compensa-

tion in multipliers using thyrites, whose capacitance amounts to about 40-60

pF, is possible only in the frequency range up to several kcps.

Most promising from the point of view of construction of fast-response

multipliers are the new quadratic functional converters, using special electron-

beam tubes with a parabolic screen developed in the USA (ref. 5). The principle

of operation of such a tube is shown in figure 5.

The flat electron beam leaving the system for the generation of beam 1

passes through deflection system 2 and strikes metallic collector 4. In the

path of the beam there is screen 3 with a parabolic cutout. With application

of a voltage to the deflection system the screen and collector currents vary,

and this variation is proportional to the square of the applied voltage.

! 2

/ Iicoll

Figure 5. Electron beam tube with parabolic screen.
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/ 3

b

Figure 6. External view (a) and arrangement (b) of electron

beam tube with parabolic screen, i, Anode; 2, screen; 3, col-

lector; 4, deflection plates.

Thus, if the screen current is taken as the output quantity, the equation

of the converter can be written in the form

iou t = Ke_n + io_

where K : 0.2 - i0 _u_/V2 for various tubes; ein is the voltage applied to the

deflection system; i0 is the dc screen current, which can be compensated by
suitable methods.

An external view of the electron-beam tube with parabolic screen is shown

in figure 6a. The electron beam has the form of a flat disk, the deflection

plates are also made in the form of disks (an additional dc voltage is applied

to them to focus the beam properly). The collector and screen (fig. 6b) are

cylinders with a whole series of parabolic cutouts made in the latter. Re-

placement of the single cutout by several parabolic cutouts produced a /273

considerable reduction of the error due to the nonuniform beam density along

the y-axis and the slope of the beam to this axis.

The static error of a quadrator using this tube is no more than I percent

(in practice, with input voltages to 35 V the error does not exceed 0.5 percent).

The dynamic properties are quite high. The input capacitance is about 3 pF,

output 13 pF. In the multipliers using such tubes (ref. 6) the passband with

application of sinusoidal voltages to both inputs was found to be less than

90 kcps, but was limited primarily by the passband of the resolving amplifiers.

According to the authors, the same tube can operate quite well up to medium

wavelengths. However, with frequencies above I Mcps there appear additional

error due to noise. Preliminary computations have shown that with a device

passband of 5 Mcps, just the noise caused by the fluctuations in the space
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charge produces an error, referred to the input, of the order of 0.3 V, i.e.,

with input voltages to 30 V it amounts to about I percent.

The possibilities being disclosed at the present time by the new electronic

tubes for the design of multipliers with an error of less than O.5 percent up

to frequencies of the order of hundreds of kcps are of great interest and are

worthy of considerable attention.
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MODELINGA CONTROLLABLEDELAY

Zh. A. Novosel'tseva

In the modeling of industrial control objects there frequently /274

arises the need for the reproduction of a delay, due in the majority of the

cases to the finite speed of transmission of a signal. At the present time

the problem of modeling a constant delay has been quite well resolved, and

various modeling methods (ref. l) can be recommended depending on the delay

time, the maximal frequency of the signal being delayed and the required

accuracy.

However, in certain cases (for example, in the study of systems con-

taining long pipelines with variable pumping capacity) it becomes necessary

to reproduce a delay with a magnitude varying in accordance with some signal.

If we assume that no heat loss takes place inside the pipeline, the tem-

perature of the coolant fluid at the outlet and inlet of the line are related

by the expression

eout(t ) = ein[t - T(t)], (i)

where _(t) is the variable delay which satisfies the condition

t

I v (t) dt = const. (2)
t--_ (t)

In the last equation v(t) denotes the velocity of movement of the coolant,

while the constant in the right side corresponds to the line length. If the

values of the temperature at the inlet are not defined at negative moments of

time, equations (1) and (2) are valid only with t - T(t) _ 0 and must be sup-

plemented with the initial conditions eou t (t) = eou t initial (t) for the

initial moments of time. By differentiating equation (2) with respect to the

parameter we obtain the equivalent implicit expression relative to

v (t)
T' (t) : | -- v (t-- T) " (3)
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The processes in the thermal portion of the energy 6system are slow; how-
ev&r, the fluid velocity varies over wide limits, and the range of permissible

values of • therefore amounts to 4-1,000 sec.

With respect to the principle of operation, the majority of the devices

for the reproduction of a constant lag can be associated with the direct anal-

ogy models, since they model the signal delay process as a whole with /275
provision by some method or other for a finite speed of transmission of the

signal from the input to the output of the device. This is true for the

devices for recording on magnetic tape and magnetic drum, for devices for

electrostatic recording on a dielectric, and also for the delay lines using

condensers which are commutated with the aid of keys and stepping switches.

Therefore, providing for the possibility of variation of the speed of

transmission of the signal from the input to the output in accordance with

equation (2), we can create a controllable lag unit on the basis of any of

these devices. This task is resolved most simply in the last two types of

devices, which require only the variation of the frequency of the controlling

signal and modification of the interpolation circuit. A large magnitude of

the time delay leads to the selection of the device where the input signal is

stored on condensers, which are co_nutated by stepper switches.

During the time of recording (fig. 1), the condenser cI is connected to

the source of the input signal, i.e., to the output of the resolving amplifier,

through the current limiting resistor R. Since the charging time constant is

small, we can consider that at the moment of disconnection the voltage across

*300 V

J _

m

:-aoo r

._a.-r"

Figure 1. Record circuit. SW, Stepping Switch.
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the condenser is equ_al to'the input voltage. Thus, with commutation of the

condensers C I - C26 with the aid of the stepping switch SW-I, the sequence

of voltages on them forms a staircase curve corresponding to the input signal.

The problem of retention of the signal until the moment of readout is

successfully resolved by the use of type MPGT polystyrene condensers and

soldering of the condenser leads to series of switch contacts, separated from

one another by a grounded series, which gives the effect of an "isolated ground."

In order to receive the readout of the delayed signal, the condensers are

soldered to other series of the same stepping switch with some shift_ for ex-

ample_ by 24 contacts. The arms of these series of the switch are connected

with the input terminals of a cathode follower_ which is used for readout.

The cathode follower circuit must provide for: (i) high input impedance;

(2) low output impedance; (3) linearity range of ±I00 V; (4) balancing rela-

tive to zero; (5) small zero drift.

In order to satisfy these conditions, the cathode follower in the device

developed was made with a two-stage circuit, with the second half of the tube

used as the cathode load in each stage. The first stage used the 6N2P tube

operating with anode currents of the order of 60-100 _A and a filament

voltage of 5.8 V, which permitted reduction of the grid current to a magnitude

of the order of i0 -II A, i.e., reduction of voltage leakage across the con-

denser to an average value of 0.i V per minute. The second stage used the

6NIP tube to provide adequate power; the linearity of the cathode follower

was maintained with an accuracy of i percent in the range of ±i00 V.

Readout was performed only at a time interval of T after recording (here

is the time expended on 24 steps of the switch, which must satisfy equation

(2)). This requirement leads to the necessity for the'design of a special

control device.

The primary portion of the control circuit, shown in figure 2, is the

integrator to which the controlling signal is applied. With increase of the

integrator output voltage, the relay P2 triggers first, closing the winding

circuit of the stepping switch and then_ when the voltage reaches i00 V, the

winding circuit is broken and the stepping switch takes another step. Simul-

taneously the condenser in the integrator feedback circuit is discharged.

This sequence of operations excludes the effect of the time of actuation /277

of the stepping switch.

The moments of recording and readout of the signal are separated by the

time T, which satisfies the equation

K
tl

4-_ (4)
Ucont r (t) dt - 24. 100, (4)

where t I is the moment of readout.
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Figure 2. Control circuit.

t
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By changing the relation of the integrator transmission coefficient K to

the scale of the voltage Ucontr(t ) we can obtain identity of equations (3) and
(4).

Since at the output of the cathode follower there is obtained a delayed

signal of staircase form, an interpolation circuit is used to improve the

accuracy. The principle which is most easily realized is that of linear in-

terpolation; however, this principle is not acceptable in our circuit in the

form in which it is used in the conventional constant delay units. This is

explained by the inconstancy of the period of the staircase curve, which is

subject to interpolation. ,'"

With modeling of a variable delay the quasilinear interpolation must be

accomplished in accordance with the equation

fn \ t

U (t) = U= li_=tTi)-}- KI nS [U' (l)--U'(t)]Uc°ntr (l)dt'

y, r_
f= 1

n n+l

i--I l_l

(5)
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where Ul(t ) is the staircase curve delayed by the time for 24 steps of the

stepping switch;

U2(.t) is the staircase curve delayed by i step relative to Ul(t);

Ti is the time for the ith step of the switch.

Taking account of equation (4), we can show that with the selection

K1 = K/100 equation (5) is the interpolating formula for the function U2(t),

because it coincides with it at the points of discontinuity. Consequently,

the nature of the interpolation with the modeling of the controllable delay

consists in the necessity for the use of an auxiliary multiplier, as follows

from equation (5). As a quite simple multiplier we chose a servosystem using

an irreversible stepping switch (this is possible since one of the cofactors

is always positive).

According to equation (5), after obtaining the product [Ul(t ) - U2(t )]

× Ucont r (t), it is necessary to perform the integration in the indicated

limits and the addition with the step function U2(t ) . For this we can use

an integrator and summator, where the voltage on the output of the integrator

plays the role of an "addendum" and is dropped at each moment of switching.

However, as the first term in equation (5) we can make use directly of the

voltage at the integrator output at the moment of switching; then equation (5)
reduces to the form

t

u (t) = K, I iv, (t)- u, (t)jUcont r (t)dr. (6)
0

With this approach the number of resolving amplifiers in the inter- /279

polation circuit is reduced to one, and the danger of error accumulation is

eliminated by the "trimming" of the voltage on the integrator to the required

level at the moment of switching. For this use is made of the additional re-

lay P3' which operates synchronously with relay PI in the control circuit and

switches the resolving amplifier from the integrator regime to the regime of

a lag-lead element (fig. 3).

The amplitude error of the reproduction of the delayed signal can be di-

vided into the error of reproduction of the nodal points and the error of

interpolation. The first component of this error depends on the following

factors: (1) the condenser leakages in the period between record and read-

out; (2) condenser leakages in the readout period; (3) nonlinearity of the

cathode follower; (4) errors of the transmission coefficient of the output

amplifier in the regime of a lag-lead element; (5) drift of the output
amplifier.
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Figure 3- Interpolation circuit.

An evaluation of the effect of these factors shows that the first com-

ponent of the error does not exceed 2 percent in amplitude.

As is known, the error with ideal linear interpolation is determined by

the equation

U"maxT 2

8
< ¢- (7)

In this case the magnitude of the acceptable error ¢ is usually specified and

_ne maxims& acceptable value of the signal _requency Is ae_erm_ned as a function

of the delay time T. However, in the case of the reproduction of a variable

delay such an estimate is not valid, because the derivatives of the input and

delayed signals are different. Actually

[u(t- _)]"= u"(t- _)(_- <),- u' ¢t- _)_'. (8)
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Figure 4. Oscillogram of delayed signal with linear

law of variation of Ucontr(t ) .

Figure 5. Oscillogram of delayed signal with

exponential law of variation of Ucontr(t ) .

With a linear variation of the quantity m

(_m) max const (9)
(win)max var =

Ii - m'Imax

Thus, in the reproduction of a variable delay with a specified accuracy

and a specified time of delay, the range of acceptable values of the frequency

is reduced sharply in comparison with the reproduction of a constant delay.

The overall amplitude error of the device lies in the range of 4 percent.

Figures 4 and 5 present oscillograms of the reproduction of a variable

controllable delay with a linear law of variation of the controlling signal
with

Uin(t ) = I00 sin O.It

I13.5 + t t -< 86.5 secUc°nt(t) = i00 t > 86.5 sec
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and with variation of the controlling signal in accordance with an exponen-

tial law

Uin(t) = i00 sin O.l14t

I i00 t g 28 sec
Ucont(t) = t-28

86.5_-7-2 + 13.5 t > 28 sec.

Conclus ions

1. If the variation of the delay time is due to variation of the

rate of transmission of the signal it is determined by equation

t

I v (t) dt = const.

As a result the control circuit wast contain an integrator.

2. In the modeling of a controllable delay, as a result of the inconstancy

of the period of the staircase curve which is subject to interpolation, the in-

terpolation formula must be altered, which requires the introduction of a multi-

plier into the circuit.

3. With a given value of the interpolation accuracy and maximal delay time,

the range of acceptable values of the frequency of the input signal is reduced

sharply in comparison with the modeling of a constant delay, depending on the

rate and nature of the variation oT the delay time.

4. The use of special cathode followers for the signal readout and the

use of the method of continuous integration with correction at the end of

each cycle for the formation of the output signal permits reduction of the

number of resolving amplifiers in comparison with the analogous circuit for

constant delay. -4

.... _ _...._^-_ _- +_ .... +_I_hI_ _IA_ contains three cathode

followers and two resolving amplifiers. The device provides for reproduction

amplitude error of no more than 3 percent with

where in the case _= 0 h,')= II--T'I
max
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ONETYPEOFFUNCTIONALCONVERTERWITHSEVERALINPUTS

M. V. Rybashov

In the technology of mathematical modelingwith the aid of electronic
models, wide application has been madeof the nonlinear functional converters
of a single variable based on the piecewise-llnear approximation of the func-
tion being reproduced. A typical representative of this class of converter is
the circuit with potential-grounded diodes (refs. 1 and 2), shownin figure i.

Oneelectrode of each diode is connected to the summingpoint of the
resolving amplifier RA, the second electrode is connected to the divider which
is connected between the bus of the reference voltage Uref and the bus of the

input signal Uin. Thepedestal voltages UI,....5_ form an increasing sequence

U{< U, <, ...,U, (fig. 2) and, consequently, with increase of the input signal

the diodes D1, D2, ..., Di turn on sequentially.

Approximation is accomplished using the equation

n

(subscript fb = feedback)

R D_ t

KJ

Figure 1

_ut=-;Sfb

I J
Jf

!
' ! ' A ]0 _-P'
,-='Ure f _=_ u_ .u--_,, _nrer_" _,_ref

Figure 2
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where the function i (_iUin-_iUref) for any i is determined as follows

1 (_,'Vin- _,_ -=/Owith _,Vin- !a,.Vre_ ..< O,

Ri_ R,,
where _i = R,.t + Ri2" and _,_= Ri t +Ri----- _

are constants.

At the points i = i, ..., n, for which the equality _iUin-_iUref = O, is

valid, the approximating function and the given function coincide. Between any

two neighboring points ik, ik + i the approximating function varies linearly

with variation of Uin.

Reference 3 proposes the use of such converters (it is true that the

circuits considered differ somewhat from that shown in figure i) as functional

converters for two variables. This is possible if we make the reference vol-

tage in the circuit the second independent variable. Actually, increase of

the reference voltage by K times (figs. i and 3) leads to an increase of all

approximating segments by the same factor. The function into which the new

broken line is inscribed will be different from the previous one, although

similar to it. From figure I we see that by suitable selection of Uin and

Ure f we can arrive at any point of a quadrant in spite of this characteristic

of the dependence of the function on the reference voltage.

Reference 3 also suggests a graphical method for the synthesis of such

a functional converter. Similar to most graphical methods, this method does

not give an answer to the possibility of realization of a function of a given

form. The answer is obtained immediately as a result of the construction of

the approximating graphs. This method can be utilized immediately, if the

function is given graphically or in tabular form. However, in the case of

analytic specification it is advisable to determine first the possibility of

reproduction of the given function on such a converter and then to find the

functional dependencies of its nonlinear circuits. The present study is

devoted to these questions.

We note that if we make use of the reference input of the nonlinear

feedback as the input of the third independent variable, the functional con-

verter is capable of reproducing a function of three variables, of a narrow

class, it is true, and if we connect this input with some other input of this

same converter, it can reproduce different functions of two variables than

when the reference voltage is fixed. This last technique expands the class

of reproducible functions. Below we shall give examples of the determination

of the functional dependencies of the input circuit and of the feedback, and

we shall also give in broad outline the characteristic of the variation of

the relative approximation error with variable reference voltages.



As wehave mentioned, functions with two different reference voltages are
similar, i.e., one is obtained from the other by variation of the scale along
the coordinate axes. Let us establish the similarity equation.

Let us introduce somenotations. Weuse x to denote the input voltage
corresponding to Uin in circuit I. Wetake the value of the reference voltage

equal to unity. With this condition the variation of the reference voltage
by _ times will be equivalent to the application of a voltage equal to _.
Weshall use Xl, ..., xn with Ure f = 1 to denote the values (_/_l) Uref,

(_n/Gn) Ure f corresponding to turn-on of the diodes.

Consider figure 3- Let y = f(x) correspond to Ure f = 1. We increase

the reference voltage by _ times; then all approximating chords will be in-

creased by _ times. The point P is displaced to P', M to M' xI to x' Thei"

angles formed between neighboring chords remain as before. We draw a broken

line through the points O, P and M. We show that with increase of the number

of chords approximating the curve y = f(x) the broken line approximating the

new function y' = f'(x) tends to the function similar to f(x).

The new function y' is given exactly at the points O, P', M', ... We express

the values of y' at these points in terms of the values of the function y at

the points O, P, M, taking account here that xi = x'i/_ ,

Yd

I

JJ i i
f I I I
o

Figure 3
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(1)

The last line is written for an arbitrary point with y(x'o)9_ O. This

equality can be written as follows

y' (<) = g - g . (2)

If we now assume that the limit with infinite increase of the number of parti-

tions (chords) of the broken line inscribed in y is the function y itself,

from (2) it follows that

which proves the similarity.

Thus, increase of the reference voltage by _ times is equivalent to /284

the multiplication by b of a function of an argument, which is smaller by a

factor of b. Hereafter we introduce for the function y' the notation F(x, _)

as a function of two variables, having in mind the equality

(3)

We note that for simplicity of analysis we have taken circuit II (ref. 2)

(see table i), in which the diodes operate on opening. It is evident that

equation (3) is also valid for the circuit with blocking diodes. Also in the

analysis we dropped the minus sign for the function y, which is due to the

presence of the resolving amplifier.

Hereafter we shall not associate the analysis directly with any specific

circuit for the connection of the diodes. The analyses will be equally valid

for any of the circuits, if only in the circuit the formation of the family

F (x, b) takes place, using the method described above. We shall also assume

that the circuit permits the reproduction of nonmonotonic functions in x in

a single quadrant.

Let us consider some important properties of the function F (x, b).

1. The function (more precisely, its envelope) is continuous in the

combination of arguments x and b if f(v) is continuous, where v =_,_@=0, which
is obvious.
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2. The sign of the function F (x, _) is a function of the sign of x,

which follows from the construction of the functional converter.

3- The extremal points in _ are determined by the equation

or

oe ot :(v)= o
0_ 00

f(o)_ af
v _u

The roots of the last equation correspond to the point of tangency of the

straight lines drawn from the coordinate origin to the curve of the function

f(v). From figure 4 we see that if the curve f(v) near the coordinate origin

is convex downward, the number of extremal points is equal to the number of

extremal points in x. If, however, it is convex upward, these numbers dif-

fer by unity.

4. For the functions F (x, _) there can exist in the space (F, x, _)

0nly minima whose absolute value is always equal to zero.

Actually, the points at which the function can reach a smooth maximum

(minimum) are determined by the system of equations

o_L=O ' Or_O,
OlA Ox

whieh is equivalent to the following system

:_L.o - f(v)= o;
o%,
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Substituting the value of a[/ao from the second equation into the first and con-

sidering that v is a bounded variable_ we obtain

but with any relationships x and _0 of this equation the function F (x, _) _ 0,

which proves the second part of our statement. The first half of the statement

is obvious, since in order that the value F (x, _) = 0 be a maximum, it is

necessary that the function F (x, _) exist in the lower octants, which contra-

dicts the chosen class of circuits.

Let us find all functional relations and certain of their characteristics

which can be reproduced with different connections of nomlinearities (in the

input circuit, in the feedback circuit, combined connection), and also with

differing combinations of parallel connected inputs. In the future we shall

make use of the following equation (ref. i), which is valid for the circuit

with two nonlinearities (fig. 5)

h (x,) + (x.) = o, (4)

where fl (xI) is the nonlinearity in the input circuit from the signal Xl,

which is subject to conversion; f2 (x2) is the nonlinearity of the feedback

circuit from the output signal x2. Equation (4) is valid for constant ref-

erence voltages of both nonlinear units.

In our case, equation (4) with account for (3) has the form

(x.)
This equation in essence must uniquely determine x 2 as the output quantity

for the three variables Xl, _i' _2" From the theory of implicit functions

it is known that for this it is necessary to satisfy the condition

for all values of the variables appearing in i% with the possible exception

of _2 = 0 (the ease is not of interest; there is no pedestal voltage). Cir-

cuit V can realize functions of three variables.
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With
2

0 this inequality is equi_&lent to

of___,4=O, v, = x,.
_z i_s

(6)

To this condition we must add the condition of static stability

or,>o. (6,)
_2

This last inequality includes condition (6).

Let us solve (5) relative to x
2

=-r, .

In view of (6) the function f2 has the single inverse function

• = _ (v,.).

Taking account of what has been said and making use of equality (3), which is

valid for this case also, we obtain

X2 (XI,

In view of (6') the function f2 (v2) is monotonic and, consequently, the

function _ (_)where_=_-L-{l(x--L].is also monotonic.
_s \l_t/

The resulting equation (7) is a very general structural equation for the

functional converter with two nonlinearities (in the input circuit and the
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feedback circuit) and with variable reference voltages. Without analyzing the

circuit, this equation presents the answer to the question of whether such "

a reproduction of a function of a given form is possible or not. If the

given function can be brought to the structure of the right side of (7), with

account for the fact that ¢ (_) > 0 everywhere in the region of variation of _,

then in principle such a function can be reproduced by this converter. We

further note that the independent variables _i' _2' Xl themselves can be corn-

plex functions of a linear structure, i.e.,

_i = _] ¢qui, (8)
i

where u i are the independent variables, _i are the weighting factors. This

follows directly from the properties of the functional converter. Various

variants of the converter with the corresponding structural equations which

they can reproduce are shown in table i.

In comparison with the circuit I considered previously, circuit II can

perform a more general functional dependence as a result of the additional /288

operation, although this operation is quite limited (function @ must be mono-

tone). With the aid of this circuit we can realize a classical operation such

as multiplication. The multiplication operation can be represented in the

form

f

\

whence it follows that for its realization it is necessary to set

f,(x,) = = 1), = t,(x,) = V'-C,.

For simplicity the signs will be dropped here and hereafter.

Circuit III is a particular case of circuit I. With the aid of circuit

IV we can realize the second classical operation of division.

expression Xl/_ 2 can be represented asThe

x_ x--L1 ( V_l/2,
= _, = _z _--_-21

whence it follows that with f,= _ and _-'= f,== _ (_, = 1) we have

X! .

_2
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TABLE1

Block diagram I Structural formula for
function being reproduced

z,o---I....r, _%

// x, = --cp{p,f_/;_,_/

///

I'/

J_z o

c

! l ,
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Circuit V can realize a function of three variables. It is evident that
the operations considered in the two preceding examples can be combined into a
single group operation

I**xl

and we can perform it with the aid of this circuit.

Settingf.=_, and f_'F_ (i.e., the same nonlinearities as in the preceding

case), we obtain

Equations VI and Vll are more general in comparison with I; since the

latter is a particular case of them.

From all we have said, we see that the class of reproducible functions is

very limited; however, if we make use of series and parallel connections of

such converters, then their class can be expanded considerably.

Functions of many variables are frequently represented approximately in

the form of a finite sum of the products of functions of a smaller number of
variables,

Thus, for example, in references 4, 5 the terms of the approximation have
the form

= T(x)n (y).

Each term of this approximation can be obtained with the aid of two functional

converters (in the limits of one octant).

Let us represent the operation _ in the form

where

i (x)

nl(y)

Z289
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He.re we make use of circuit IV. To input _ we apply voltages from a functional

converter which performs the operation

!

Let us find out how a variation of the variable _ affects the relative

error of approximation in the circuit with a common nonlinear block. We use

r.(=') (v)= _ -_- to denote the exact function and _ = _._ x_ to denote its approxi-

mation. As an example let us assume the graph of the relative error of ap-

proximation of the function fl (Xl) with _ = l, shown in figure 5 (the graph

gives the greatest relative deviations in modulus). Further let us form the

relative error ¢ (_, Xl) as a function of the two variables

8(_, x)= --

_ X 1:, :,

From (9) it follows that with fixed _ and _ = 1 we have the relative

error 8(x_) . Increase of _ is equivalent to reduction of x1 by _ times. Here

oo _the error becomes equal to s (_'),where xl x_ (we shift to the left on the

graph). On this particular graph this leads to increase of the error. If

_(x0is constant on the segment [vl,v2], where v = xl-_-, then any combinations of

xI and _ which do not lead v away from this segment do not alter the error.

From the analysis presented it follows that an important factor in the
e

calculation of the nonlinearity is the selection of the function s(x 0 on the

segment [v_,v2|,with which there will be guaranteed the specified relative

error with any relationships of x1 and _ from this segment.

We have considered above the circuit with a single nonlinear block. Now

let us consider the circuit with two nonlinear blocks, for example circuit IV

with _ = const, p_= var.

Let there be given the graph of the absolute errors of approximation

(fig. 5) and also the graph of the approximation of the function _l_) (fig. 2).

From the latter graph it is easy to obtain the graph of the relative error of

reproduction of the function _ as the inverse function _(_) for which it is

sufficient to interchange the positions of the coordinate axes of figure 2

and read off conventionally the relative error. The total relative error
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w f

,+ _fl,(x,)_ by xm= lJ,m"_ (_a(xOl ,can be representedformed with the replacement of xm = _m+\-_ } \-_--] .
as follows

8 (_, xO =

where A_(Xl) is the absolute error with the replacement of _x(xl).

In the last term we can ignore the error Afi(x_); then the final expres-f290

sion for +(_+.x) takes the form

e (_, xt) = =- £1 "71"- 8.))

where ¢i and ¢2 are the errors of reproduction of fL(xl) and _c_++cp..t.xi.l+z'
respectively.

The error ¢i depends on the form of _, ¢2 varies in the same way as in

the first case.

We can obtain the expressions for the errors in the remaining cases

similarly. They also consist of two components, which is natural because the

approximation is performed twice.

.

2.

3.

4.

.
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SOLUTIONOFONETYPEOFLINEARALGEBRAIC
EQUATIONUSINGELECTRONICMODELS

M. V. Rybashov

Introduction

Several studies have been devoted to the solution of systems of /291

linear algebraic equations with the use of electronic models (refs. 1-4).

The basic idea of these studies amounts to the construction of a dynamic

system with an asymptotically stable rest position, having the property that

the coordinates of this point satisfy the original system of linear algebraic
equations

n

ai_xk Jr- b, --- O, (i = 1..... n). (1)
h

This dynamic system is assembled on the model, arbitrary initial condi-

tions are selected, and at the end of the transient process, i.e., in the

steady-state condition, the response is recorded. The references mentioned

present regular methods for the construction of the systems of differential

equations with these properties. In this case the systems of differential

equations are usually linear with constant coefficients

n

d,,.dt= Y, + (i = 1,..., n). (2)
k

Here, as a rule, the matrix of the coefficients IIgikl!is not equal to the

original matrix llaikll. The same can be said of the columns llbilland llCill.

Actually, the basic problem of the cited references can be reduced to how to

construct the new matrix of the coefficients with certain prespecified
properties.

On the one hand, such a matrix must have roots with negative real parts

in order to ensure asymptotic stability of the rest point of the system of

equations (2); on the other hand, the transformation of the matrix llaikllmust

31-5



be such that the coordinates of the rest point satisfy the system of equations

(1), for example, such a matrix could be the matrix of the form A'A.

Along with the problem of finding the roots, in practice we encounter the

problem of tracking the roots (xl(t), ..., Xn(t)) with the time-variable func-

tions bl(t),... , bn(t ) . In essence this is the problem of the formation of

the functions xl(t), ..., Xn(t), given implicitly by the system of equations

(3)
alkx_-k-bi (t), (i = 1 ..... n).

k-I

The problem of formation of implicit functions in the general case /292

cannot be reduced to the problem of finding the roots. The trajectory

(x_(t)..., _(t)), which is the solution of the system (2), in view of the

inertial nature of the latter will not identically coincide with the trajec-

tory of system (1). In this case there inevitably arises a dynamic error.

However, we can pose the problem of the construction of such a system of

differential equations for which this dynamic error will diminish in the

course of time or will become zero with suitable initial conditions. The

present paper is devoted to the solution of this problem.

I. Formulation and Solution of the Problem

Hereafter we shall consider the system of algebraic equations (3) in

which all functions of time bi(t ) are bounded and continuously differentiable.

The solution of this system are the n functions x i = xi(t), (i = l, ..., n),

or, in other words, the vector-function x(t). We shall use this notation every-

where hereafter. Let us pose the problem of constructing such a system of

differential equations

dy
a'--/"---- O_ (Yx, ".., Y,_, bl ..... bn), (i -----1, .... n), (4)

in which one of its partial solutions with the initial conditions

yl = (o) }
• ° ° ° • •

= x. (o)
(5)
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will be the vector-function x(t). This meansthat with t _ 0 the following
identity will be satisfied

_tCt)---_(t). (6)

In this case the dynamic error stated in the introduction will also be

equal identically to zero. Such a system of differential equations is easily

constructed. At the same time the existence of the partial solution (6) to

this system of equations is not sufficient for the practical use of this

system as a tracking system• In practical conditions it is not possible to

satisfy conditions (5) exactly• The initial conditions are alwaysestablished

with some error 6i(0), (i = l, ..., n). In the general case, the solutions

_i(t), differing from (6),correspond to these initial conditions, which con-

stitute the initial conditions

= x_(o)+ 8, (o)
• , • • • I • • •

_ = x,,(o)+ _,,(o).

The error 8(t) = ly(t) - y_t)I then arises. System (_) can be considered

workable and worthy of attention only in the case when max 6(t) is sufficiently
t

small, for example, of the same order as 6(0). It is still more desirable

that

lim 6 (0 =0 (7)

or, in other words, that the solution (5) be asymptotically stable•

The following system of differential equations satisfies both

requirements

dy A,( db)d-r----Y- • b+-ar. (8)

Here dy db denote the columnar matrices, respectively, of the derivatives
a--T,y,b,_-

dY---.Lthe coordinates Yi' the functions bi(t) and their derivatives of the rightdt '

sides of the system of equations (3). A °l denotes the matrix which is the

inverse of the matrix of the numbers llaikll.
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Let us show that the solution y(t) = x(t), where

x (t) = - A-,b (9)

satisfies the matrix equation (8). To do this, let us substitute (9) in both

sides of this equation. On the one hand, we have

av _ -- A-' db (i0)
d-7= d--F= 2?'

on the other hand

db_y_A,
dt "

Both sides of equation (8) are actually equal to one another. Let us show

now that the error 6(t) decreases monotonically with the course of time. We

compose the matrix equation relative to the variable _ = x + 6

dx d6 ( db )d---U+ "-_ = -- (x + 6 )-- A -t b + --_ .

We substitute the solution (9) into this equation, taking account of (i0). As

a result we obtain the matrix differential equation for 6(t)

d6

dt

Solving this equation_ we obtain

6(t) = 6(0) • e-t---,. O, t_ +_.

Thus the asymptotic stability of solution (6) is proved. With any initial

conditions the solution of system (6) with the passage of time asymptotically

approaches the solution (9). We can understand the essence of the constructed

dynamic system using the following simple example. Let us use this method

to solve equation
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ax+ b= 0. (ll)

We form the differential equation. According to (8), this equation is written

as

a-7 --Y--7 b+-_y . (12)

y (p)
We form the transfer function W(p)= _. From (12) it follows that /29_

t p_1 1
w_)=--_, o+----Y= ---_'

i.e., if the smooth function b(t) starts from zero, system (12) is equivalent

to the kinematic system with the transfer coefficient t
a

----. which corresponds

to original equation (ii). The dynamic system (12) is a system with complete

compensation, which is clearly seen from the course of the construction of

transfer function W(p) (to reduction of the monomials p + i).

2. Structural Diagram of the Setup of the Problem

on the Model

To set up equation (8) on the electronic model requires preliminary com-

putation of the inverse matrix A -1 and the multiplication of the matrices;

It is evident that there is no sense in setting up the problem using equation

(8), because the amount of the preliminary computational work will be com-

mensurate with the direct solution of the problem using the Kramer rules

and subsequent representation of the solution in the form

n

Xi (t) = _ Cihbh. (i---- 1.... . n).

where Cik are computed using the known rules. Therefore we reduce equation

(8) to a form convenient for the formulation of the problem. By left-

multiplying both sides of this equation by matrix A and considering that

a, at, a ( A_ + b)
A _y + at = at '
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we obtain the transformed equation

a (Ay + b) (13)
at + At/+ b --- O.

Let us collect equation (13) using the method of implicit functions. We in-

troduce into the right side of this equation the term kY, where _ is a small

parameter. Then the equation being modeled is written in the form

(Ay+ b} (14)
lx _ = A y + b + at

The structural circuit of the setup for the formation of the single variable

Yi(t) with _ < 0 is shown in figure i. For the formation of the derivative

with respect to t of function Ay + b in this circuit, use is made of a dif-

ferentiator, which can be quite coarse (fig. 2).

With modeling of differential equations using the method of implicit

functions, the solution frequently differs strongly in some sense from the

real solution. For example, there may be a loss of stability of the solu-

tion, which as a rule leads to increase of the error. Let us clarify in

what cases we can make use of equation (13).

_:rLK i- loop

I I I

Figure i

O.5

Figure 2
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Consider the contracted equation

L.

du
I_--_ = A y + b.

Let us set without limiting generality b--_-O;

dy = Ay. (

Further, let us assume that the coefficients of matrix A are sign- /29_

definite, for example positive, and that the system (14) with _ < 0 has the

stable rest point y = O. In reference _ it is shown that there exists a

for which the system (14) will be stable with any physically existing opera-

tor of small parameters D(p). This operator enters into e_uation (14) as
follows

d
_py = D (p) Ay, p _ _. (19)

If we turn to equation (13), setting b=0, it is easy to see that this equa-

tion can be _ritten in the form (l_)

_py = (1 + p)Ay. (16)

In the real circuit of the setup the physical operator (I+p) will act
Q (p)

where Q(p) is a fractionally rational operator. Thus, in view of this theorem,

system (16) will be stable with suitable _. If stability is achieved with un-

acceptable _ (the accuracy of the solution depends on _), we must change over

to equation

_. °
d (Ay + b)

d£
dy

-I- Ay + b = I_ "_i"

where _ < i. The derivation was made for b--O. However, for a linear system

with constant coefficients, from the asymptotic stability with fixed b there

follows stability of the solutions themselves with b = b(t). As shown by

experience, stability is observed not only with matrices A with sign-definite

coefficients in which the roots have sign-definite real parts (in this case

the shortened equation can always be made stable by selection of the sign of _),

321



A

but also with any matrix A, if only by selection of the signs of y _i, ''', _n

in the contracted system we can achieve stability.
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VI. THEORYOFRELAYCIRCUITSANDFINITE AUTOMATA

SYNTHESISOFCURRENT-SWITCHINGCIRCUITSWITHCELL
MATCHINGUSINGp-n-p ANDn-p-n TRANSISTORS

T. M. Aleksandridi

Introduction

In recent years descriptions of current-switching circuits Using semi-
conductor triodes have appeared in several works (refs. 1 and 2). These cir-

cuits have very high reliability and speed of response and are at the pre_nt

time among the most promising digital elements. A characteristic of these

circuits is the purely potential connection between elements, which leads to

the necessity for the introduction of various circuits for the matching of the

input and output.

The method of matching circuits by alternation of cells constructed using

p-n-p and n-p-n transistors is attractive in its simplicity and economy. How-

ever, several authors (ref. 2) indicate the difficulties which arise in the

design of the logic circuits in this case.

The present paper suggests a logic apparatus based on the operations of

Sheffer's stroke and the duality operation. This apparatus is very convenient

for the analysis of Circuits using the matching of triodes of the p-n-p'and

n-p-n types. _

1. Switching Elements Which Realize the L 1 and L7
Logical Operations

Let us consider the functional circuit of the current switch and its opera-

tion. Figure 1 shows the basic circuit of the current switch using the p-n-p

type transistors. The triodes T I and T 2 are connected so that their emitters

are joined and connected to the current source (the resistance R 1 is very large).

The base of T 2 is connected to a constant potential, while to the base of T1

a voltage is applied of either +2_U or -_U relative to the base potential.

It is evident that if the potential +AU is applied to the base of T1, the

left triode will be of_ and the entire current from the current generator will

flow through T 2. If, however, -_U is applied to the base of T1, this triode
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C

A

Figure i

R,

Figure 2

is turned on, while triode T 2 is turned off, in view of the fact that the

potential on its emitter will be lower than on the base. In this case the

entire current will flow through T I. The output signal is taken from collector

resistors R 2 and R 3. /427

Thus provision is made for the switching of current T2 supplied by the

generator from one triode to the other.

A similar circuit can be constructed using the n-p-n type transistors

(fig. 2).

The principle of operation of the two circuits is identical; they differ

only in the polarity of the supply sources. Therefore the signs of the volt-

age drops across the base of T1, and the collector resistance in the circuit

of figure 2 will be opposite to the corresponding differentials in the diagram

of figure 1. As a result we can directly combine the inputs and outputs of

the circuits of these two types, which is a tremendous technical convenience.

If we apply some function A to the input, it is evident that triode T I

will perform the operation of inversion, while T2 will perform the operation

of repetition. Consequently, at the output C we have A, and on D we have A.

The operation of these circuits will not be altered if the right triode,

whose output repeats the input function, is replaced by a diode. This replace-

ment is meaningful if in the future we are to use only one output of the cur-

rent switching circuit. These circuits are shown in figures 3 and 4.

This version of the circuit has the advantage that it considerably reduces

the power required by the circuit resulting from the current previously con-

sumed by triode T 2 from source E 1 . In addition there is a reduction of the

number of triodes in the circuit.
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Figure 3 Figure 4

-E,
D

r

Figure 5 Figure 6

Figures 5 and 6 show the current switching circuits with two input triodes

T1 and T 2. The circuit of figure 5 uses triodes of the p-n-p type, while that

of figure 6 uses triodes of the n-p-n type.

Let _s consider the logical operations performed by these circuits.

We mnst keep in mind that at any point of the circuit, both at the input

and the output, the more positive potential corresponds to 1 and the less

positive potential corresponds to O.

Thus, we have
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In figure 5 for the input

, A,B=EI-+I;

A, B = E I-- 2AU-+ 0;

for the output

C -- El--* 0;

C = _ Ex + 2AU --_I.

In figure 6 we have the analogous relations

A, B=--E1---_ O;" D=+EI---*I;

A, B=--EI+2AU---->I; D=+EI--2AU---_0.

We compile the tables of the dependence of the output function on the

input variables for these two circuits. (Table i corresponds to the circuit

of figure 5, table 2 is for the circuit of figure 6).

Table 3 presents all two-valued switching functions of two variables.

TABLE i TABLE 2

A A B DB C

0 I

i i

0 i
i 0

A B

o 0

0 I

i 0
I i

TABLE 3

Lo Ll La L. L.

0 1 0 t 0
0 o t i 0
0 0 0 0 t
0 0 0 0 0

L8

t
0
t
0

L. L, L. L.

0 1 0 t
I i 0 0
I 1 0 0

0 0 i I

L| Ltl

t 0
t 0
o 1
t 1
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From table 3 we see that the output function of the cell using the /429

p-n-p triodes (table i) is the L7(A , B) logical operation, while the output

function of the cell using the n-p-n triodes (table 2) is the Ll(A , B) logical

operation. We note that we can connect several additional triodes in parallel

with the input triode. In this case the cells using the p-n-p triodes will

realize the same logical operation, but now as a function of several variables

L_(A, B,., At).

The cells using the n-p-n triodes with several input triodes realizes

the same logical operation Ll(A , B, ..., N) of several input variables.

Since we are interested in the questions of the design of circuits using

matching of the p-n-p and n-p-n triodes, it would be convenient in the logical

studies to make use of the system of functions based on the L1 and L 7
operations.

First of all it is necessary to establish whether or not the system of

functions L1, L 7 is "functionally complete" and to establish its primary

properties. (As is known, the system of functions L1, L2,... ,L s is termed

"functionally complete" if any function of the algebra of logic can be written

in the form of an equation in terms of the functions L1, L2,...Ls. )

2. The Logic Functions L1 and L 7

The logic operation L7 is termed the Sheffer stroke. Sheffer first
showed in 1913 that the system of one of these functions is functionally complete

(ref. 3). The logic operation Llis dual with relation to the L 7 operation.

As is known, the function L* (xl, x2 ..... x.) is dual with respect to the

function i(xx, x2....,x,), if there holds the equality

L* (Xh X., .... , X .) =L (xl, x2 ..... Xn).

As examples of dual functions we can consider

(1) L14 = L* 8 (conjunction is dual with respect to disjunction and vice

versa);

(2) L 6 = L9* , etc.
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Thebasic property of the dual functions is formulated in the "duality
principle." If we have the logical function L, which is expressed in terms
of function fl' f2, "'', fn, to obtain the expressions for the dual function

we must everywhere replace fl by the dual function fl*, f2 by f2* etc., i.e.,

if

L (x_,x, ..... x,) = t [f_(x_.... , x,,), t, (x, .... , x,)... 1,

then

L"(x_, x, ..... x,) = r ItS, f;..... t:).

As a result of the duality principle the system of the single func- /430

tion L 1 is also functionally complete.

It is shown in reference 4 that the Sheffer function and its dual are

unique binary operations, such that each of them forms all logical functions

of two variables and, consequently, of any number of variables.

We emphasize that it is precisely in view of this fact that we can with

the aid of a single standard current switching cell construct any logic

circuits.

In his work Sheffer formulated the following axioms for the algebra of

logic based on the L7 (stroke) operation.

It is assumed that there is some class P2 of binary functions and in it

there is defined the operation L7(a , b) = a/b.

To the class P2 there belong at least two different elements a and b;

then: T. Eps.

The following axioms hold

I

1) a =a/a;

2) (_) = a;

s) _/(biG)= £

4) a/(b/c) = _la)l(_/a).
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From these axioms a series of corollaries is derived, i.e., equivalences,

which we shall not present here. With the aid of these equivalences we can

perform all conversions of the various logic equations in this calculus.

Exactly the same axioms can be written in terms of the duality function

L1, so that we obtain a calculus based on this logical operation.

3- Properties of the Calculus Based on

L I and L T Operations

If we have available two elementary logic elements which realize func-

tions L 1 and LT, the circuits constructed on the basis of these two elements

may have definite advantages compared with circuits using some single element.

In this connection it is necessary to study the properties of the complete

system of functions L 1 and L 7. For simplicity all relations are given for

functions of two variables.

In the system of functions L 1 and L7 the following basic equivalences ob-

tain, based on the Sheffer axioms and the duality principle (for the designa-

tion of Sogic operation L1 we use the symbol _ )

For L 7 For L 1

m

a/a = a; (1)

alb = b/a; (2)

a/b/c = (a/b)/c; (a)

a/(b/c)= (a/G)/(b/_; (4)

a ÷ a = _; (1')

a _, b = b _, a; (2')

a÷ b ÷ c=(a ÷ b) ÷ c; (33

a ÷ (b÷ c)= (a ÷ G)÷ (a ÷'_); (4')

The condition for replacement of operation L 7 by L 1 and vice versa is

a/%= 25 _ (5)

The commutative property is

Ca/t>)÷ (e/el)= Ca#)÷ (b/a). (6)
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With the aid of these basic equivalences we can derive still other useful

relations which facilitate the transformations of the equations.

Rules for the expansion of brackets

(a/o)/7 (c/a)= (a /7b)/7 (c /7 a) = a/-1b/7 c/7 a; (7)

similarly

(_÷ b)/(c÷ ,_)= Cg%)/(c/-_=a/b/c/a). (7')

Rules for removal from brackets

(a'-/c) /7 (a/b} = (ala-_ /7 (b/c) = a/7 (b/c); (8a)

similarly

Ca/7a)/ Ca/7O)= a/Cb/7_);

Ca÷ a)/7 Ca/7_)= a/Cb/_).

The derivation of this equality is based on the axiom of Sheffer

(8b)

a/ (t,/-----_)= (f/a)! (c/a);

,_/(b_)= (b--/_)/(__,,)= (-@,,---_/7(;/,,---)= (b/7;) /7(_.

The same rule for the duality function

(alb) I (alc)= a/7 (b /7 c).

In addition, for the transformations it is useful to have in mind the following

a/7 0 =a; (9) alO = 1; (9')

a/7 1 = O; (1O) all = a; ( lO' )

a _ a = O; (11) a/a= I. ( ll' )
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The validity of all statements presented above is easily verified with
the aid of truth tables.

/

Canonical Expansion for Switching Functions in Terms of t

Operations LI, L7 (Normal L-Form)

It is known that every function of the algebra of logic can be written

in the form of the conjunctive or disjunctive normal form.

Similarly, for any function of the algebra of logic we can construct the

canonical expansion in terms of logic operations L 1 and L7. We term this the
canonical expansion of the normal L-form.

Let us assume that we have the function of the algebra of logic /432
given in the form of table 4.

The construction of the canonical expansion can be performed by two
methods.

1. Let us select all sets of input variables where function f is equal
to l; then for each set such that

f_(xl, x,,..., x], x,)= l, where i=l, 2 .... ,k; ]=1,2 .... ,n,

we compose the expression of the form (xi,/7x_,... _ xi.), where for xi;----O

in the expression we take xij , and for xij = i in the expression we write x--ij.

Then all such groups are combined with the same sign and the inversion is

taken of the entire expression.

Finally the canonical expansion takes the form

m

f = (xu ÷ x,, .... , ÷ x,,,) ÷ (_,_ _, x=.... , ÷ x,l ÷ _)
÷ (x_÷ xk,, ..., ÷x_).

(12)

TABLE

xt xs x, ... x n i

0
i

0

0
0

i

0
0

0

0
0

0

0
i

i

i
0

i
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This algebraic equation is the form of the arbitrary function in terms

of operation L 1.

2. Let us select in the tabular representation of the function all sets

in which it takes the value "0". The meaning of the contents of operation LT

amounts to the fact that at the output "zero" is obtained every time that the

input variables take the value "l". Therefore, for each set such that

fl(Xi*,x_, ...,Xin)= O, we compose the expression (x_i/xl2....,/Xtl-- /Xln), where

for xij = i we write the variable itself and for xij = 0 we take its inversion

m

xij-

Then all such groups are combined by the sign of the same operation, and

the inversion is taken of the entire expression. Finally, the canonical ex-

pansion in terms of function L 7 takes the form

f = (x_/x,_, .... £_/x_)/(_/x_/,...,-_._) .... (13)

In accordance with the equations presented above for the replacement of

operations L 1 by L7, we can obtain two more basic forms of the canonical ex-

pansion, where now the arbitrary logic function will be expressed in the

form of an equation in terms of L 1 and L 7.

Thus, from (12) we obtain the following expression

I = (x_ ÷ x_, _ ..... x_,,)/ (x_ ÷ x,_.... ,÷ x,_..... ,x_) / ; (14)

similarly, from (13) we obtain the following

The normal L-forms (14) and (19) are convenient in the case when we /_33

have available elements which realize both the L 1 operation and the L 7

operation.

9. Examples of the Synthesis of CertainLogic Circuits

In the preceding sections we presented the technique for the construction

of the algebraic expressions for arbitrary logic functions by means of the
normal L-form. Now let us transform the normal L-form into a form which will
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be convenient for the construction of a circuit from those elements which we
h_ve available. In the transformations of the algebraic expressions it is
necessary to makeuse of the rules presented in section 3-

If as the standard elements we take those elements constructed of the
triodes of the p-n-p and n-p-n types and using the circuits of figures 9 and
6, the rule for the transformation of the algebraic expression amountsto
the necessity for reduction of the expression to such a form that the opera-
tions LI and L7 alternate in the expression.

For example, expression (19) is written in this form. In order to con-

struct a logic circuit with this expression, it is necessary mechanically to

replace operation L7 by a cell using triodes of the p-n-p type, and to /4B4

replace the operation L1 by a cell using triodes of the n-p-n type. In this

case there is automatic matching of the levels at the inputs and outputs of the

cells.

Before turning to the consideration of the examples, for convenience let

us introduce the schematic representation of the standard cells• Here we must

limit the number of inputs of the standard cell. In actuality the question

of the number of cell inputs is resolved by a whole series of technical

considerations.

For simplicity of consideration, let us take a standard cell with two

inputs• Figures 7 and 8 present functional circuits and the schematic re-

presentation of current switching cells with two inputs and with two outputs.

Figure 8 corresponds to the cell using triodes of the p-n-p type, while figure

7 corresponds to the cell using triodes of the n-p-n type.

As the first example let us consider the construction of the circuit for

a single-place summator with three inputs. The logic of its operation is given

in table 9, where A, B are the terms; P is the carry from the preceding place;

S is the sum; E is the carry into the following place.

i

-&

Figure 7

A_ #s

s--_ -, I_=a_ s
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B

Figure 8

I o-E_

D

TABLE 5

A B P $ E

Let us write on the basis of this table the normal form for the sum S

S = i(A z/ B /7 P) /7 (A z/ B /7 P)I/[(A/7 B /7 P)(A /7 B /7 P)I.

In order to construct the circuit from the standard elements which we

have selected_ it is necessary to reduce this algebraic expression to the

form such that operations L I and L 7 alternate. In addition, only functions

of two input variables must appear in the expression.

Let us carry out this construction as an example. We transform each

square bracket separately, using equalities (Sb), (5), (3)

l(J $ _-$ #) ÷ (,z÷ B ÷ P) -- [,_÷ (_ ÷ P)l $ fT_÷ (B ÷ P)I.=
= A/I(B z/ p)/(B z/ P)l = All( 7_ z/-B) zz (P /7 B)I;

.i(ASB÷_)$(A_B÷P)I=IA$(Bz/P)I_IA_(_÷P)I=

- AI [(B $ Pi/(B _ /')1;

8 = {7, ÷ [(_' z/ B)I(P z/ B)I)I{A 1 l(P /7 B)I(P z7 B)I).

(16)
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C

Figure 9

We write out and transform the normal L-form for E

E - [(A/B/P)/(AiB/P)/(A/B/P)!(A/B/P)] ----

= [(,4/B/P)/(AlSm)]÷ I(7_/Bm)I(AIS/P)];

[(A/B/P)/(A/B/P)I = [P/(A [7 B)]/[P/(A z7 B)] =

= p _ [/_(A/_] = P z7 B;

[AIBIP)I(A/B/P) = [AI(B/7 P)II[AI(B /7 P)] =

= A ÷ I(B÷P) z_(B z_7')1= A ÷ [(_ ÷ P)/(B ÷ P)l;

e = (P÷ L_)/(A÷_-P),,(e÷_)j).

(17)

We have thus reduced the final expression for the sum and carry functions

to a form where L 1 and L 7 operations alternate (certain operations with inver-

sion). The corresponding logic diagram is shown in figure 9-

As the second example let us consider the construction of a decoder

circuiL aslz_ fc'zr ipp11t variables. The decoder will have 16 outputs, where

the logic expressions for the output functions in Lerms _ T. _n_ Lv will have

the following form

D o=A/-7B z7C/7 Q=(A/B) Z7(C,Q);

D, = A 9 ÷"B b c _ (2= (Am) 9 (C/(_).
(z8)

The equations for the remaining outputs of the decoder will obviously be

obtained as further combinations from the input variables and their inversions.
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D

Figure i0

If we consider these equations in detail we see that each round bracket

will be repeated in the logic equations for two outputs, i.e., in the construc-

tion of the circuit each such cell can be used twice.

As we see, the structure of the logic equations of the decoder is such

that we can obtain an expression in which operations alternate in the pure

form, without inversion. It is therefore convenient to construct these

circuits from elements using triodes of the p-n-p and n-p-n types, /436

where we can use cells with single output, replacing one triode by a diode.

Figure i0 shows the logic circuit of the decoder, constructed in accordance

with expression (18) from the types of elements we selected.

i*

.

.

.
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34853

OBTAINING PARTICULAR NORMAL FORMS OF BOOLEAN FUNCTIONS WHICH

DO NOT GIVE CONFLICTS IN CIRCUIT REALIZATIONS 1

V. V. Vorzheva

eR_ices consist of relay elements which are functionally con- /437

nected and which form a definite _t_cture. The relay elements may be elements

of the most varied physical nature, beginning with the electromechanical relays

and terminating with the transistors and cryotrons. The problems of analysis

and synthesis arise in the study of the structure of the relay devices .........

Among the many problems of analysis and synthesis we frequently encounter

the question of conflicts with the transition from one combination of states of

the relay elements t--o-anoth-e-r--com_5_ati6h. Wi_th_this transition there may occur

at the output of the relay device either the momentary disappearance of a sig-

nal or the appearance of a false signal. In the device constructed using

electromagnetic relays this form of conflict reduces to the conflict of the

unlike contacts of the same relay.2

In the study of the relay devices we usually do not take into account the

possible variations of the sequences of the interaction of the different con-

tacts of the same relay, i.e., we start from the concept of ideal contacts,

assuming that with actuation of the relay the closed contact opens simul-

taneously with the closure of the open contact. In this case a theoretically

properly designed and analyzed circuit can make errors in practice.

This question has been considered by several authors in various articles.

In particular these questions have been studied by Ioanin (ref. l) and Huffman

(ref. 2). In the works of these authors the basis taken is the method of

constructing the circuits with ideal contacts, with subsequent study of the

necessary and sufficient conditions which guarantee proper operation of the
circuits with r_l cuL_L_L_.

In the present article a new approach is taken to the question of ob-

taining structures which are free of conflicts. The problem is posed of

IThis paper considers the problems of the analysis and synthesis of circuits /

operating with real contacts. _.....

It is assumed that there is no conflict between the relay elements themselves,

i.e., in each cycle of operation one or several elements alter their state, if

the sequence of their operation is not of importance.
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excluding conflicts in the process of circuit synthesis rather than the exclu7
sion of conflicts from circuits already designed.

The conditions of operation of the output of a relay device can be de-
scribed by a Boolean function represented in conjunctive or disjunctive normal
form. With the circuit realization of a Boolean function using electro- /438

mechanical relays, each variable corresponds to a normally open contact and

its negation corresponds to a normally closed contact. The variables can take

two values (0 and i) to which two states of the contacts (open and closed)

correspond. Hereafter we shall designate the value of the variable by its

state.

Let us consider the principal normal disjunctive form of the Boolean func-

tion. It is the Boolean sum of the constituents of unity. Each constituent

is the product of all variables or their negations, therefore it characterizes

that state of the variables for which the Boolean function is equal to unity.

This state is termed the operating state and corresponds to a closed circuit

in the contact circuit. All possible combinations of states of the variables

for which the conductance of the circuit must be equal to zero are termed

forbidden states. The combinations of the states of the variables for which

the conductance of the circuit is not defined in the statement of the problem

are termed indifferent. Indifferent states can be used by the designer as ad-

ditional operating states, if this simplifies the circuit.

Constituents which differ by the state of one variable are termed affines.

Hereafter we shall say that there is affinity between two neighboring con-

stituents.

In the synthesis of circuits we usually attempt to obtain that form of

the Boolean function which contains the minimal number of occurrences of the

variables (letters). In the contact circuit of the class _ this will corre-

spond to the minimal number of contacts.

Let us consider the minimization of the normal forms of the Boolean

functions (without the use of brackets). We shall make use of the minimiza-

tion technique developed by Quine (ref. 3) and McCluskey (ref. 4).

0 ] 2. 5 6 7

A × X

B X X

C X X

D X ×

E X X

1 x x

Figure 1
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With minimization according to Quine we obtain the complete set of prime

i_plicants. The number of letters in an implicant is termed its length. A

prime implicant has minimal length. This means that with reduction of its

length by even a single letter it begins to implicate forbidden states. The

sum of all prime implicants is termed the genersi minimal form of the Boolean

function Fg m. Each prime implicant is functionally equivalent to the Boolean

sum of several constituents. We usually say that the prime implicant covers

these constituents. If an implicant covers two neighboring constituents, we

say that the implicant covers the corresponding neighborhood. By means 4_
of the exclusion of a portion of the prime implicants from the general minimal

form Fgm, we can obtain the particular minimal form Fpm , which also implicates

the original Boolean function. To obtain F it is convenient to make use of

McCluskey's tables of coverings, pm

In the synthesis of the circuits we can obtain better results if we make

use of the indifferent states. In this case, for obtaining F we take all
gm

constituents corresponding to the operating and indifferent states.

Assume that in the synthesis of the circuits the operating conditions are
described by the Boolean function

F = xyz + xyT-+- x_lz + xyz +-x_z + xy_..

Let us find the general minimal form using Quine's method

Fg m = xy @ xz -+-yz Jr- _ _ xz + xy

and let us compose the McCluskey table (fig. 1).

From the table we obtain theequation

F = (Ax/B)(ARC) (BvD) (evE) (DvF) (EvF) =

v BCFE x/ADCF v BCDF _/ABCF'x/BCF =

= ADE x,/BCF,_ BCDE v ABFE,

which gives one of the possible particular minimal forms

F m = BCF = xz + x,y + yz.
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y z z
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Figure 2

The circuit realization of this function is given in f_gure 2. In this

circuit there is conflict for all three variables x, y and z.

Thus, with transition from the operating state _ y _ to the neighboring

operating state _ _ z, the real contacts _ and z give brief interruptions of

the circuit. Conflicts of this nature in multicyclic circuits can lead to

disruption of the correct sequence of operation.

Consequently, in the relay devices it is not always possible to make use

of the circuits which realize the particular minimal forms of the Boolean

function. Hereafter, the forms of the Boolean function which give hardware
circuits which are free of conflicts will be termed conflict-free Boolean

functions.

Let us consider which forms of the Boolean function are free of conflict.

THEOREM. The general minimal form of the Boolean function is always free

of conflict.

Conflict arises only when with the transition from one operating state to

another neighboring operating state the variable and its negation do not change

their state simultaneously. In the principal normal disjunctive form the /440

change of state of one variable corresponds to the fact that one operating con-

stituent becomes equal to zero and the other becomes equal to one, but in this

case there is an instant when both constituents are equal to zero. Combining

of these two operating constituents leads to exclusion of the variable which

is altering its state, i.e., to elimination of the conflict.

The general minimal form of the Boolean function is a complete listing of

the prime implicants. The prime implicants are obtained as a result of combining

neighboring constituents and the exclusion of one or several variables.

In the general minimal form, for each pair of neighboring operating con-

stituents there is of necessity found a general prime implicant which covers

them. This implies that the general minimal form of the Boolean function is

free of conflicts.

There is the possibility of finding the particular minimal form F'
pm'

which is conflict-free, from the general minimal form which is always free of

conflicts, but is redundant in number of letters.

34o



In some cases F'pm coincides with Fgm, i.e., it is not always possible to

exclude implicants from Fg m and thus avoid conflicts.

!

We shall make use of McCluskey's tables for obtaining F pm" Along the

horizontals of McCluskey's table the operating constituents are located in

strictly defined order with respect to affinity groups with retention of in-

creasing order of the n-place binary numbers in each affine group, just as they

are arranged in the process of obtainip_ the complete listing of implicants

according to Quine. All prime implicants are arranged along the verticals,

and crosses designate the intersections (coverings) of the implicants with the

constituents. _he form of McCluskey's table is given in the example presented
above.

Let the length of the implicant L i be the number of letters in the im-

plicant and let the length of the constituent Lk be the number of letters in

the constituent. Depending on the length, the implicant gives a different

number of intersections (crosses) in McCluskey's table. This number is always

equal to the power of two, since the intersections of the implicants with the

constituents correspond to all possible combinations of the letters which are

excluded in the formation of the implicant. Thus, for

L_--A i = ! the number of intersections P = 2'_

AK--_ =2 the number of intersections p=2_;

£K _A i ----nthe number of intersections p = 2".

McCluskey's table has one important property: all 2n intersections of

any implicant are always arranged in increasing order of the n-place binary

numbers. In order to obtain F 'pm from the general minimal form, any impli-

cant can be excluded only in the case when each of all neighboring constitu-

ents, which are covered by this implicant, is covered by at least one other

implicant.

The fact that in McCluskey's table the intersections of the implicant

......................... -" .... - _ _._"o _+_1_r a_'_n_a n_Ser facilitates

the determination and verification of the coverings of the neighborhoods.

Here we must take into account that if in the synthesis process use was

made of differing states, the affinity between the indifferent constituents

or the affinity between an operating and indifferent constituent are in-

essential, and in obtaining F'pm they may not be covered by common im-

plicants. In the synthesis of multicyclic circuits we can also consider as

inessential those affinities which correspond to indifferent transitions
from one state to another.
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Let us consider which implicants or rows can be removed from the McCluskey

table in the case when all the affinities are essential, and in what order it

is most convenient to accomplish this process.

i. All the implicants of length L. = L must occur in F' since each
I k pm

such implicant has the number of coverings p = i and consequently there do not

exist any other implicants which cover the corresponding constituents.

2. All the implicants of length L.m = Lk-i for which p = 2 also must

occur in F'pm. The implicant with p = 2 has a single affinity which can be

covered only with a single shorter implicant, but in that case the implicant

with p = 2 will be absent in the table, because it is a longer implicant

having coverings which coincide with those of the shorter implicant.

3- From Fg m we can begin to exclude only the implicants of length
L i = I_-2.

The implicant of any length L. < L -i can be excluded from F only in
1 k gm

the case when in each of the columns corresponding to its intersections the

total number of intersections is not less than m, where m = Lk-Lin. In

essence, m is the number of letters excluded during formation of the implicant,

also equal to the number of neighborhoods which can be covered by the impli-

cant being excluded.

Neighborhoods which can be covered by the implicant being excluded can

be covered only by other implicants of the same length, because:

(i) no neighborhoods can be covered by an implicant of greater length,

since both implicant of greater length and implicant of identical coverings

with implicant of shorter length do not occur in the general minimal form;

(2) no neighborhoods can be covered by an implicant of shorter length,

since in this case the excluded implicant would not occur in the general

minimal form, because it is longer, having identical coverings with the

shorter. In each column of the table, in addition to the intersection of the

implicant being excluded, there must also be enough intersections of other

implicants of the same length, so that with their aid it would be possible to

cover all neighborhoods which are covered by the implicant being excluded,

i.e., no less than m.

Thus, to obtain Fpm starting from McCluskey's table, it is necessary to
label the rows which cannot be excluded according to the three rules formu-

lated above. First we label the rows which have one or two intersections,

then we look through the columns and label those rows which have one or two

intersections with the columns being considered. Then we look for the columns
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h_ving three intersections, and if they all belong to the implicants with
length L. = Lk-2 , one row can then be excluded, leaving of necessity two other

1

rows. In this case we verify that all neighborhoods covered by the excluded

implicant were covered by at least some one other implicant.

Finally, we verify the possibility of exclusion of the remaining unlabeled
rOWS.

Let us consider an example of obtaining the particullar minimal form of a
Boolean function free from conflict.

Figure 3 presents McCluskey's table, where the prime implicants are de-

noted by the letters along the verticals. There are 26 in all. The operating

constituents are arranged along the horizontals. Using the three rules pre-

sented above, we label with asterisks the implicants which cannot be removed

from F'pm. We look through the columns and find those in which there are one

or two intersections. Such columns will be 2, ll, 19, 23 and 30 . Let us

label with asterisks all implicants which give intersections with these /442
columns, i.e., implicants A, B, E, F, Q, S, T, U, W and Z. These implicants

cannot be eliminated from F'pm , because conflicts arise with their removal.

Then we look for the first column having three intersections. This is column

l, having intersections with implicants C, D and I. Implicant C can be re-

moved from F' because all its neighbors are covered by other implicants,pm'

namely: the neighborhood 00 and O1 is covered by implicant D, the neighbor-
hood 00 and l0 is covered by implicant E, neighborhood 01 and ll is covered

by implicant I, neighborhood ll and l0 is covered by the two implicants J and
K.

0 ! 2 LI 8 16 5 6 8 18 20 2Zl 7 11 13 iZl /9 Z/ Z5 2.6 Z8 15 23 Z7 2.9 30

x x x ,,
x x x ] l _--

_x x x t i , f -

r=X x x ] , !. ! ' ----x x !x ! ,,: _
! i z
I I !x
l J ,',,,

X
X

..j

-M l_l
-N
-0
-p
,Q
"R

-U
-V
*W

,,Z

X!x
x I

X
X
X

X

X

X

X

X

X

X

X X

X

xl i
^ iX X

X X I

I x x I -

l X X X
X X X

i x _ xX X X , *r X

j x I X X X --

X X X X

X x X X

.. X J X X X -_
xj X X X

! _¢ X X X

X X x X

Figure 3
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Consequently, one of the implicants J or K can be excluded. Welabel with
an asterisk the implicants D, E, I and K. Then we proceed with the other cold
umnshaving three intersections.

At the end of the procedure we find that the implicants C, J, M, N, 0 and P
can be excluded in obtaining F' pm

ThUS,

F(3m = A+ B+ D+ E + F +G+ II + I -I-L + Q + R +

+S+T+U+V+W+X+Y+Z.

The resulting particular minimal form is free of conflicts.

As a second example we find F'pm , if the conditions of operation of the

circuit are described by the Boolean function

F -_ XlX_ X.,X4-}- XlX_ XsX 4 q- ._'IX_X_X_ -_,

+ x,._+.x,,x_+ .-i,x_x,,:, + x,.v.x_+ +

+ x,x_xLx_ + x,x:,x.,x_ -I- -x,x_.x_x4+

•4- X, XzVSr,t 4- XlX_XS%." 4 .+- XIX,_Xj4 4- X,X2V:lr 4.

the transitions from the states corresponding to theBy condition,

stressed constituents to other states and vice versa are indifferent; more-

over consituents 2 and ll are indifferent.

We use Quine's method to find the complete list of prime implicants and

construct the t_ble of coverings (fig. 4).

First we look through all columns and label with asterisks all implicants

which give intersections with the columns having no more than two coverings.

There are the rows B, C, D, F and G. The 0 column has two intersections, and

both implicants A and B, which give these intersections, would in accordance

with rule 1 have to occur in F'pm , but in view of the fact that all affinities

between constituents covered by implicant A are inessential, implicant A can

be excluded. The implicants E, H and I remain unlabeled. They can all be
excluded from F'

pm"

All affinities of implicant E are inessential, and for implicants H and

I the only essential affinities are lO-11, which are respectively covered by

implicants F and G.

As a result we obtain the following particular minimal form which is
conflict-free

344



F9' =B+C+D+F+G.
m

0 l Z 8 5 6 ._ /0 7 lJ 13 III 1,,¢

, Ix ,e'
• 8 x x x

• C jx

"F

V

!

X

X

X//|

X

X X

X i x x
X X Xl

X X JX

x XlX

X X X X

:X X X X

Fi_e4

Above we have considered the synthesis of circuits whose operating con-

ditions are described by the disjunctive normal form of the Boolean function.

In view of the duality law this same method can also be applied for obtaining

the particular minimal forms, free from conflicts, starting from the conjunc-

tive normal form of the Boolean function.
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METHODSOFMINIMIZATIONANDCONSTRUCTIONOF
BRIDGESTRUCTURESFORRELAYDEVICES

V. P. Didenko

Several studies devoted to the questions of the minimization of the /444

Boolean functions are known at the present time (refs. 1 and 2). In the

majority of the methods, use is made of the relations familiar from Boolean

algebra

fx + = f;

x + x[ = x + f;

f+f=t;

x+xt x.

The existing methods usually contain two stages for the construction of

the minimal forms. In the first stage a determination (ref. 3) is made of the

general minimal form or the reduced disjunctive normal form (rdnf). In the

second stage, with the aid of sorting, the general minimal form is transformed

into one of the particular minimal forms. In view of the complexity of the

second stage, in practice we must frequently be satisfied with a function which

is sufficiently close to the minimal form. The disjunctive normal form which

realizes f(Xh X2.....Xn) and has a minimal number of letters is termed the mini-

real form of the function f(xl. x2.....x,,).

A different direction in the field of minimization of logic functions was

developed in the work of Gavrilov (ref. 4). This method is based on comparison

of the operating and forbidden states of the state table and the selection of

the prime implicants, after which, with the aid of the table (ref. 2), we con-

struct one or all of the minimal forms. The construction of the minimal form

here is also associated with comparatively extensive sorting.

Therefore the author suggests a digital method which contains a relatively

small number of operations and quite quickly leads to the construction of one

of the minimal forms or a form sufficiently close to it.
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I. The Numberof Prime Implicants in the Minimal Form

The functions of algebra of logic can be considered as functions defined
on the set En of all the vertices of an n-dimensional unit cube and taking the
values 0 and 1.

Between the functions of logic algebra which depend on n-arguments
and the subsets En there exists a one-to-one correspondence (ref. 6), such_

that every function [(x,..... xn) arid subset Mt_E n correspond to one another,
if

I on Mr;f (x_, x, ..... x.) = on E.\Mt.

Let [(x_,x_..... x.) be given on the set E n and take the values 0 and 1.

also exist the subsets M 1 and M2, such that M, UM_=E,; MINM_=0;

l on M,;
(X 1 ..... X.) = on My

In the more general case M, U A42 = M and

There

0 on M,;
[ (x, ..... x.) = on M,;

on E."xM.

DEFINITION. Prime implicant _i is the name given to the conjunction of

letters, such that there are simultaneously satisfied the conditions

q_i--* XFp; qh&F,= 0

and with removal of even one letter from _i there become satisfiable simultane-

ously the conditions
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where ZFp are the operating states;

ZFs are the forbidden states.
q

Let us term the determinate ensemble _ Fpl. set in one-to-one correspond-

q q i-_-I

ence with UM,, such that Z_pi..-*__JFpl and E_i&ZFa,=O (i.e., T,q_, and ZF_
i=1 i_l

are orthogonal) are the covering of U MI
i=1

Let us term the number of operating combinations covered by the implicant

q0i Q--the power of the covering of _i. It is easy to see that implicants with

a length (number of letters) L i = Ln have unit covering power. It is evident

that with reduction of L i and retention of _i--,ZFp; _j&ZF3 = 0, the covering

power increases, and with L i = Lmi n it is equal to

Qmax = 2n-Lmin"

Let us assume that in the function f(xl, x2, .... x.) all n-arguments are essen-

tial; then, as shown in reference 8, the minimal forms of the completely defined

Boolean functions with a number of variables n < ll coincides with the parti-

cular minimal form containing the smallest number of terms satisfying the

conditions

_in Sn-P-x _nF 'n-*Z Z Z F,,--o.
i--t j--o i--I r=p

Let us denote the covering power of the implicants contained in the /446

general minimal form by G1. Then G1 is determined from the expression

P

G1 = _ 2_-L_ •
t'_-I

Let us place the general minimal form, and consequently G 1 also, in correspond-

ence to some ensemble of constituents Ql" It is not difficult to see that

GI/Q I is equal to the average number of coverings of each constituent.
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Since the general minimal form contains k terms, the minimal number of

Germs H contained in Fmi n is determined from the expression

k Q#

Q,

Thus, in the general case we have

GL"

We determine the upper estimate of the number of prime implicants from

the expression

Q,k G, 2qlk+ QI=

COnsequently we have

_.k + _) _2_, >//> •

2. Required Numbers of Sets and the Construction of

Particular Minimal Forms

Every relay device has inputs and outputs (fig. 1). We denote the presence

of signals on the device input by 1 and the absence of signals by O. Then the

conditions of operation of a relay device, both single-cycle and multicycle,

can be described by a table of binary numbers.

A ------_ I _ Z,
8__--.:--j_ L
_ _.____ Relay [-----T

device _.___ Zp

_ -- ZX

Figure 1
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If we assign to the arguments xl, x2..... xn ,respectively, the weights

,-* _,-, . 20-_- ..... and substitute them in place of i in the corresponding com-

binations, the total weight will designate the number of the combination.

The sequence of variables xt, x2..... Xn is termed basic (refs. 5 and 7),

if each of them is assigned a weight in diminishing order 3 i.e., 2"-*, /447

2"-' 20.

By expansion of the base into its component elements we will understand

the sequential identification of its even and odd elements in increasing order

of their weights.

The even and odd whole numbers characterize the power of the variable

xi, i.e.,

o (x i for _ equal to an odd number of the set,
xi

=[_i/ for _ equal to an even number of the set.

The conversion from the base xl, x.:,..... _'n to the base xl, x_.... , x,,_t is

accompanied by the separation of the first variable in order of succession of

the elements with respect to increasing weight with its subsequent exclusion

from the numbers of the set. Let us use _i and _i to denote the odd numbers

of the sets, respectively, of the operating and forbidden states, and m_, _

Nto denote the even numbers of the sets. Then the exclusion of the x i variabl

from the numbers of the sets is accomplished by the subtraction of unity from

all odd numbers of the set and the division of the even and odd numbers of the

set by 2.

Since the set numbers are mod-2-comparable, i.e.,

after separation from the base of the first variable in order of succession,

the set numbers can again be partitioned into two groups, depending on which

class of mod-2-residues they belong to.

We term the set number ai essential, if for it
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are realizable. It is not difficult to see that a variable is essential, if

far it there exists at least one essential set number of the base being

considered.

The following statement can be proved.

THEOREM. Prime implicants consist of variables corresponding to the essen-

tial numbers of the sets and only of them.

f..-

1. Taking as a base a definite permutation of the arguments Xl, x2, ...,Xn,

we determine all set numbers of this permutation. It is obvious that the parity

of the set numbers will reflect the confirmation or negation of the variable xn

with the smallest weight.

2. Taking n-1 cyclic permutations, we determine for each of them the set

numbers, starting from the set numbers of the preceding permntation, using the

equations

_.-- 1
2

jr 2,,-I I. a/ -:.

-- + 2 =
(I)

3. We compile the state table for the _i output, taking as the basis one--

of the n-bases, separating the set numbers for the first variable of the permu-

tation into even and odd and inscribing the set numbers in the corresponding

rows of the table. After this we compare the operating numbers of the sets

with the forbidden numbers and enclose in circles the operating set numberS,

for which the following equalities are satisfied

--- I; (2)
:_i-1 --_.

4. We connect the essential numbers by the conjmnction symbol and, /448

setting in correspondence the variable as a function of the parity of the set

numbers, we determine the prime implicants.

5. We check whether the implicants satisfy the condition

cpt & _,, F3 ----O.

If they do satisfy this condition they are written out in minimal form, and the

states covered by them are stricken from the table.

6. If as a result of operation 5 all operating states are eliminated,

the minimal form can be written out directly from the state table.
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. If after performance of operation 5 there remain in the state table

implicants for which the conditions _-.ZFp,,p;-. T Fs, are simultaneously satis-

fiable, and in the table certain of the n-arguments are inessential, then,

striking out one inessential variable, we determine the w-table. After this

we proceed for each of them just as in items 3, 4 and 7.

8. If after operation 5 there remain implicants in the table with the

conditions that (P_-_ZFp. _-_ZFs, and all n-arguments are essential, the

implicants of the form _ must be extended by use of other essential numbers,

so that _& _:_min.

This operation is accomplished as follows: we perform the combining of

the essential set numbers only for the even base Dxi , whose numbers were used

in the performance of the separation. After this we strike out the even or

odd operating states of the table which are covered by the implicants. Using

the remaining unstricken even (odd) base set numbers, we make a determination

of the neighbors in the opposite parity base Dxi and then perform the carry

and circling of the essential variables encountered in at least one of them.

As a result we determine the implicants which cover simultaneously the even

and odd numbers of the sets of the permutation taken as the base.

In case the state table is given by binary numbers rather than decimal,

the essential set numbers can be determined by means of mod-2 addition of each

operating combination in turn with all the forbidden combinations. Essential

combinations will be those places of the binary set _l, ..., _n, which differ

from the forbidden by one place (in this case zeros must be in the remaining

places).

The process considered above for the construction of the particular mini-

mal forms can be simplified. For this it is sufficient to partition all deci-

mal numbers of the base set Dx n.....x, into even and odd, writing under the

even operating numbers (fig. 2) the even forbidden numbers, and under the

odd--the odd forbidden numbers.

"_t,,""_iZ""'" " P_¢,

_i r. LXLz , ..., u£q&.

p,...... &%

Figure 2
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After this, comparing _i - I for all i with _i and m-ii with _i-I- I, we circle

the essential even and odd operating numbers. We denote the set of even

numbers of the base Dx_ by _D}l, the set of odd by _Dxi. The following

cases are possible if we take n-i cyclic permutations relative to the

base and in each case separate all set numbers into even and odd

I. 9J_DyS= 9]_oxt"

This means that the operating numbers of the odd and even parts of the

base are neighbors. In this case the variable can be dropped as being

ine ssential.

2..I._o_-_ D _o_..; 92oxiD _.

This case indicates the presence of essential operating set numbers either

in the even or in the odd parts of the base D_.. In this case, if the essen-

tial numbers are in the even part of the base D_, then, correspondingly, the

variable corresponding to the odd set numbers can be dropped, and vice versa.

3. _D& N _D_ i = O.

This case indicates that all operating numbers are essential. Therefore,

we shall place in correspondence with the even numbers xi, and in correspond-

ence with the odd xl.

4. _o_i N _°_i -- _ _ O.

This case is the mOSt general; it is easy Co see Chat cases i-3 resulb

from it. The fourth case indicates the presence of essential operating set

numbers in both even and odd parts of the set and, moreover, the presence of

the common portion.

The schematic representations of all cases are shown in figure 3a, b, c

and d, respectively.

It is clear that, knowing the fundamental base and n-1 cyclic permutations,

we can determine the new base for obtaining the minimal form with the smallest

number of terms. We shall differentiate the following two possibilities.
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a b c d

Figure 3

(i) Case 4 is absent in all cyclic permutations. The permutation from

which we must start for the minimization must contain all variables correspond-

ing to the 1st case--in the first place, to the 2rid case--in the second, to

the 3rd case--in the third place. Within each place the ordering of the

variables is unimportant.

(2) With the existence of the fourth condition it is necessary to deter-

mine the smallest quantity of set numbers which must be in the common portion.

Actually, condition 4 indicates that there exist implicants which cover the

essential numbers of the even and odd parts of the base D_. At the same time

the implicants can also cover certain inessential numbers of the even and

odd base. Therefore it is necessary to try to select for the covering of the

essential set numbers of the even and odd parts of the base D_ those im-

plicants which will cover simultaneously the greatest number of neighbors

among the inessential numbers, because otherwise a large quantity of numbers

will appear in the common portion, which leads to a minimal form with an ex-

cessive number of terms. This implies that as the basic permutation in the

general case it is necessary to select among the n-cyclic permutations that

for which the following condition is satisfied

_Dxi _ _DFi _- 9_D_ rain,

where _D_ min is the minimal number of elements of the common portion.

In the second step, after partition for each of the parts of the bases

s

Dxt and D_-/ we again determine _,_ ,etc. In this case it is necessaryxi

that we assign to each essential number of the original permutation D_, after

cti--1ffl or --, has been performed on it, the essential number
the operation _- 2

of that parity which contained at least one essential number in the given step.

The minimal quantity of terms for the covering of the essential numbers of the

even (odd) part of the base D_ will thus be determined.

After this all covered set numbers of the original base are stricken out.

The remaining uncovered set numbers of the even (odd) part of the base D_
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(if all numbers of the even (odd) part of the base are covered, we turn to
_he determination of the implicants for the odd (even)) are movedout into

the co_on _ortion, for which the operation 7;_i_ _i_I 2 , (_. _)y, is

performed, and their variable with the smallest weight of the base D- is

dropped. Thereafter, we determine the Implicants for the new base in exactly

the same way, and so on, until all the numbers of the even (odd) part of the

base Dxl are covered.

In this case a definite ensemble of numbers of the odd (even) part of

the base D_l will simultaneously be covered. Then we turn to the determina-

tion of the implicants for the covering of the essential and the remaining

uncovered set numbers of the odd (even) part of the original base D_. In
this case the same rules are used.

Let us consider examples for each of the four cases presented above.

EXAMPLE i. Let there be given the function corresponding to case 1

F,= {E (_ 2, 4,6, 8, I0, 1,3, 5,7,9,11)_12, '3, 14, 15,18, 19,28,_i )x,.x,.x,.x,.x,.

The lowest weight 2 corresponds to the variable xi. The missing numbers of

the set of the base D- are indifferent or unusable. They are accounted

for automatically, xi

The entire minimization process is represented in table 1.

TABLE 1

3 _/ 5

o,Z.U,6,8.1o _ /,3,5.?,9,1!

/Z.lq./8,Z8 13,_s,/B, Z9

O.Z.q 1.3,,=
6.Zq

o.®
t/

1 o
z

@
I

7.9

I

3,7

@

Z 1,3

@
I
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For the set numbers of the base D_. there is no essential set number•

Therefore the variable _, is dropped. In the second step all even and odd

numbers with the exception of unity are divided by two and are grouped, de-

pending on to what class with respect to mod-2 residues they belong. /451

There is also no essential set number for the base D-. Therefore _ is dropped.
X2

For the base D,_ the essential set number is 2, since 2 = 3 - i. Therefore

we place in column 2 (table i) the letter _ corresponding to this set. There-

after, the determination of the implicant for the set number 2 is performed

only in the even part of the base DT, because the letter x 3 must correspond

to all odd numbers. We determine the set numbers of the base DV.' excluding

x_ by the operation £ : --._t For the base DT, there are no essential numbers,
2 2

therefore the variable _ is excluded by the method indicated above. Finally,

the letter D_ corresponds to the base xs, i.e., the essential set number is O.

Further operations are terminated, since the even forbidden numbers are always

absent.

m --

We thus determined the minimal implicant xaxs. Omitting further reasoning,

m

we construct the implicant x4x_. The minimal form Fmi n will be

Fmin= X3X b + X4X_.

EXAMPLE 2. Let there be given the function corresponding to case 2

F_= _2(0, 2, 4,6, 8, t0, t8,20,24, gO, t3, _5,21,25,29,31)}.Z _¢;: 22_ 2_-{, 5. 7, t9, 23, 27] x,. x.. x.. x,. *'."

We separate the numbers of the base D- into even and odd and construct
xi

table 2. It is easy to see that 9)_Dx_)_D, q, because essential numbers, circled,

appear only in column 3.

Since certain numbers are indifferent or unusable, it is necessary in

covering the essential numbers of the base DV ' 2, 4, 6, 18 simultaneously to

cover (if this is possible) also the numbers O, 8 and i0, for which there are

no neighbors in column 5. After simultaneous covering of these numbers there
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TABLE2

o, (_.@.@B.10.(_.eo.z_.30 13, __. z I. z5, z9.31

_.3.®.._ z._j___ _ 6.(_.0.,_ 7._s
I _ I I I II s---_---_:_.3

o.®.e , ! o.z, xl x ® o a._
' iiiii 'i'_'

_1 I ol, I Ix,,lxj I z I@= ::_' I

will not be any need to introduce them into the common portion, in view of

which we obtain the minimal number of terms. Performing at each step

the determination of the essential numbers and placing in correspondence to

them in columns 2 and 4 (table 2) the corresponding letters as a function of

their parity, we obtain five minimal implicants, which then represent the
minimal form

Fmin = x, x, x_x, + xqx-_+ x,x,x_ + x,.u + x¢¢,.

EXAMPLE 3. Let there be given the function corresponding to case 3

F3=_(0,2, 4, 16,24, 26, 7, 9, 11,23, 29, 31)I
[6, 8, t0, 22, 28, 30, t2, t3, 5, t'/, _, 2711x=.x=.'x=,x.. x."tx

The determination of the implicants is presented in table 3. As we see

from the table, in column 3 in the base D_ the number 2 is essential,

and in the base _ the number 6 is essential. But this number was in-

essential for the base DT,, while in the base D_ it does not coincide in

parity with the number l, for which the implicant is constructed. There-

fore the number 6 is crossed out. After striking out the number 6 there are

no more essential numbers in the base D_, and the variable x_ is dropped.

We write out the minimal form directly from table 3

F3min = xxx=x, "-F XxX3X, + X_x_xs "t- x,x2xs -k xlxsx4 + x, x4.%.
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TABLE 3

11e
123

r_

x_ xjx_

3

fi.8,/o, gz,28.3o,/2

O.Q,8,/z /; z3

q, lq,6

3,7

@,@
t,3

3,5,11.15

(_'(_)g 11.3.5,7

® 3
1

i

®o

q 5

1,7,3

i x_ Xt XI

xg

X3X_

1.3.5,17.gS.Z7

G),5,//,75

I,/3

o,5,@ e
o,s

tl , l tl

O,q.6

0
3

©

TABLE 4

_ 11_111001 0 I 101 t 1 _) 110 1 011 _ I 1 1 O

_z11_01(_1 1 0111 01 I Q 11 ] 01 1 0 i 11Q I 1 0

EsaS)111 _ o i I o ®_ o 1 _ ® 1 o_a I ® I _ ® o 1d)!1 1 o
i

EXAMPLE_ corresponding to case 4. Let there be given the function

Fa = j.[z(0,2,4,6,8, i4,t6,t8,20,24,26,28,30,t,5,7,9,1_,t3,t5,t9,23,25,27,29_,,9",
[i0,t.,__,3,7,31] ;x, ..... x,

Let us determine n - i cyclic bases from the given Dx, ....x.. To do this,

we construct table 4_ where unity corresponds to each operating number and

zero corresponds to the forbidden number. Each successive set number is ob-

tained from the preceding, using equations (i). Either one or zero corre-

sponds to each of these numbers.

358



TABLE 5

,q

5,141"1o31

z.8 I s,_s
I

o I °i'

®1, ....

It is easy to see from table 4 that the minimum of the intersection

_oxi NgJ_o_. has the variable _o Therefore, we determine the minimal form

from the base D_:.x,.x.._.o_cTo do this, we construct table 5. In column 3 of

table 5 for the base D_ (labeled with circles) the essential numbers are 4,

lO, 16 and 30. Dividing them and the remaining numbers by 2, we obtain the

base Dy, in which for the even part there again appears the essential number

2, corresponding to the preceding essential number 4. Therefore, x's is essen-

tial in the implicant. After this, excluding _8, we transfer to the base D_,

in which none of the numbers previously essential is encircled• Therefore,

we strike out the essential number 7, drop the variable _ and construct the

implicant x., x s x_.

In exactly the same way we strike out the numbers 13 and 0 in column 5.

After determining the implicants which cover the essential numbers 4, i0, 16

and 30 of the base DF, we label the inessential numbers simultaneously

359



covered by them. We move the numbers of the base DT; which remain uncovered,

into the common portion (see lower portion of table 5) and determine the

implicants x3xqx1+x4_x_, simultaneously noting the numbers of the base D_

covered by them. For the remaining uncovered numbers of the base D_ we de-

termine the new minimal form

F+ min : x2x3x+ -+- x2x4x x + xmx4x+ + x3x4xl + x,x-'+xt +

having eight terms. Changing bases and striking out all particular minimal

forms, which are longer in composition, we can obtain all minimal forms, if

necessary.

3. Construction of Bridge Structures of Relay Contact Devices with

Account for Alternate Paths as Primary Paths

At the present time the most advanced of the known methods for the con-

struction of bridge structures of the (l-k)-pole relay devices are the cascade

method and the graphical method (ref. 7).

However, these methods require considerable sorting of variants in order

to select circuits with minimal structure and to avoid using alternate /455

paths as primary paths. In the present paper the author makes an attempt to

develop a method which takes account of the alternate paths as primary paths

and which shortens the sorting.

In the construction of the circuits the connections are usually made

between pairs of nodes. It is therefore advisable to consider the possible

conditions for the connection of the nodes. To do this, we consider the (l-k)-

pole circuit, in which we denote the inputs by x_,x.2,...,x_, and the outputs by

z,.... ,zk. Without restriction of generality we shall consider that the technique

described below applies to both single-cycle and multicycle relay devices.

The conditions of operation of the (l-k)-pole relay device can be given

in the form of table 6, where _. are the set numbers, corresponding to the

numbers of the constituents of the permutation taken as the base, for example,

Dx,.x,.....x., while the functions performed by the output reacting organs /456

are given by means of 0 and i and are denoted by Fz...... #zk.

360



TABLE 6

Fzs 1 1 1 .... i O -- 0 0 0 0 0 "-- I --" 1 I

Fzz 0 I I---; I ---0 1 l 0 1 "'" 1 "",0 0
, i I j . I • i • i * i . , . , | • i * = •

l _[Fa_ " ' " i *"._ I 0 I - I " 1 0 1 0 1 i--- 0 -'- 1 0

Fz_ I I D_--- 0 "- 0 I 0 I I -" I " 0 1

Let us denote the even part of the base of the first variable having the

smallest weight by D_, and the odd part by Dxi. Correspondingly, the set of

elements consisting of zeros and ones and represe.nting the conditions of opera-

tion zi of the output are denoted by _o_i and _1_io_,while zj of the output

are denoted by _iDx i and 9RiD_.. Then the possible conditions of connection of

pairs of nodes at any r-step of construction of the circuit can be represented

in table 7.

In the construction of the circuits by the methods indicated above (ref. 7),

in the general case we require a minimum of n' sortings. However, in a parti-

cular ease the optimal base may be completely determinate. Actually, let Fzl

depend essentially on the variables xl, x_.,Fz, on xz,x2, x3, Fz, on xl,x2,x3,x_,x_

and so on; then Fz, _Fz=_Fz, D..DFzk and the optimal base is determined

completely uniquely. For proof it is sufficient to assume the reverse order

of arrangement of the arguments.

In the general case, as was shown above, to each of the Fz ..... ,I." there
can correspond the condition ""

on the assumption that each Fz i output depends essentially on the n-arguments.

If we start the construction from the circuit input, then it is necessary

to select at each stage

9£_ iN _ = _tD_ = rain.
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. With construction from the output, i.e., from the reacting elements to the
opposite terminal, it is necessary to determine at each stage

_ f__ = max,

since the variable which has a maximum in the common portion will have a mini-

mum of essential set numbers. Therefore, taking n permutations at the first

stage, we can identify that variable which has a mini_am of the essential

numbers. After this we perform all possible connections of nodes according

to table 7 and exclude from consideration the identified variable. Then,

taking n-2 cyclic permutations from the base which remains after exclusion of

the variable, we again identify the variable having a minimum of essential

numbers. If each variable has an identical quantity of essential numbers,

their order is determined by the maximal coincidence of numbers and, conse-

quently, a maximum of the circuit connections.

Using this construction we obtain a circuit which is sufficiently close

in structure to the minimal circuit. In this case the number of sortings will

not exceed "2+-----n . With an equal quantity of essential variables, for certain
2

groups of variables we can determine the best connection by inspection two

steps ahead. By inspection one step ahead we determine the optimal condi-

tions for the connection of the longest circuits, consisting of at least n-1

letters, consisting in the second step of n-2 letters, and thus obtain a cir-

cuit sufficiently close to optimal.

Let us consider the application of the method to an example. Let there

be given base Dx4,...,Xl, where _ has the minimalweight 2°. The conditions

of operation of a (l-5)-terminal network are given by table 8, where /458

the essential numbers are circled.

In computing the essential numbers we note that x2 and xI have the minimal

quantity of essential numbers. Noting that the variable x 3 gives more direct

connections than }_, we take _ as the separable variable. The first step of

the construction with account for table 8 is shown in figure 4a. Excluding

the variable xa and the bases xa,x4, xl.&, we construct table 9 with account

for the fact that
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In table 9 the symbol _ designates those numbers which as a result of the

direct connections are indifferent, but which can realize definite operating

conditions with their connection with other nodes. The functions which ap-

i' .. 5 from the terminal FI by passing those connec-proach the nodes i, ,. ,

tions, for which in the future the circuits leading to the terminal FI,

must be constructed, are shown in the table by the symbol _ This means that

in addition to the forbidden state, alternate paths having operating states

for this same number approach the given node. Therefore, in the connecting

of the circuits it is necessary to pay particular attention to this in order

to avoid the appearance of false paths.

Let us separate the variable x,,because it has a minimum of the /459

essential numbers and, consequently, a maximum of identical states. Noting
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we connect nodes I and 3, since _]_IF=_3F, with separation of x] into the

bridge. Let us connect 9_ix'and 9_,,x,with separation of the variable xI into

a bridge. Furthermore, noting that _,,_,_93_,,x. we make a direction connection
from node i'.

% __

Noting that _IP%x,= 93_2x,,we draw on the diagram (fig. 4) a direct lead from

node 2; simultaneously taking into account that _F, =_2'_, we connect the

direct lead through _o with the Doint 2'.

In view of the equality _3F, = _3_, node 3' is connected directly

with node i' and, noting that _.F_--_,,_, we separate x] between nodes i'-i".

For node 4, in view of _4_i_4x ' we make a direct connection and simultane-

ously separate Xl, i.e., the set number 7 is essential. We connect node 4'

through the contact x, with node 5, and node 5' through xI with node 6' and,

noting that _6"_--'--'_'_,, we connect nodes 5 and 6.
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After this, constructing table lO and carrying out the analyses /460

_described above, we will have the final circuit shown in figure 4a, b, c

and d. The number of contacts in the resulting system is equal to 26. A

check has shown that this number of contacts can be reduced to 25, but in this

case the cascade separation of the variables is violated.

l.

u

.

_o

t

So

.

.
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REALIZATION OF BOOLEAN FUNCTIONS AND VARIABLES ON CONTACTLESS

LOGIC SWITCHES BY THE METHOD OF REDEFINITION

V. D. Kazakov and V. V. Naumchenko

Recently, in connection with the rapid development of computer tech- /461

nology and the increasingly complex devices of digital automation and remote

control, the questions of the realization of the Boolean expressions have taken

on exceptional importance.

However, the known methods for the construction of switching circuits

corresponding to the complex Boolean expressions for a large number of vari-

ables require a very large number of relay elements (electron tubes, semi-

conductor elements, electromechanical relay contacts, and so on). In actuality,

for the realization of a Boolean function we usually find its minimal (normal

or bracketed) expression and then realize it with the aid of a collection of

AND, OR, NOT logic elements.

Thus, for the realization of the symmetric function SI0 (0, 2, 4, 6, 8)

of ten variables with the operating numbers 0, 2, 4, 6, 8 in the normal ex-

pression it would require 5,120 transistors or diodes and 513 resistors (with

the realization of the minimal bracketed expression this function would re-

quire no less than 1,534 transistors or diodes). Therefore, until the present

the complex functions, as a rule_ have been realized by using electromechanical

relays, which naturally has a negative effect on the response speed of the

entire device.

The present paper proposes a different approach to the synthesis of relay

circuits. It is known that in practice, particularly in the synthesis of

multicyclic circuits, we are dealing either with ordered Boolean functions

(symmetrical, for example) or with "incompletely defined" functions, i.e.,

functions whose values are not defined on all constituents. By "redefining"

such functions we can bring them to a form which is convenient in some sense

for us. In this direction redefinition to symmetric functions or to functions

of the same class as the symmetric functions is very promising.

The realization of the symmetrical functions on contactless models of

abstract neurons gives the possibility of realizing complex functions using a

very small number of switching elements. More briefly, the AND and OR logic

is replaced by the logic of the abstract neurons with a variable excitation

threshold. This expansion of the logical techniques opens up new perspectives

for the minimization of the Boolean functions.
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i. Reduction of the State Table to a Form Convenient for Realization I

Redefinition of Functions to Symmetric Form

The probability that an arbitrarily given function is symmetrical can be

computed approximately as the ratio of the number of symmetrical functions to
the total number of functions of n variables

2n-t-1

2gn "

It is obvious that P0 diminishes rapidly with increase of n. However,

the number of "unused" states also usually increases rapidly with increase of

n. Consequently, if we are dealing with "incompletely defined" functions

having K "occupied" constituents, P1 is increased correspondingly

2a+1.2(_n-K)
Pl=

2_ "n

Consequently, P1 = 1 with K = n + i.

Redefinition to Functions of the Same class as

Symmetrical

Redefinition to functions of the same class as symmetrical functions

already requires a smaller number of unused states. The probability that an

arbitrarily given function can be redefined to a function of the same class

as a symmetrical function can be roughly represented as the ratio of the entire
number of classes of the Boolean functions to the number of classes of the

symmetrical functions 2

2n+1.2 (2n-u) rtl

n!

Whence P _& with n = 4 and K = 14, with n = 6 and K = 23, and with

n = l0 and K = 43.

In the first and second case the redefinition procedure is very simple.

To do this, we compose the table of operating and forbidden states and calculate

1Section 1 written by V. D. Kazakov.

2Here it is assumed that the power of the classes of all functions and of the

classes of symmetric functions is approximately the same.



the weights of each row (i.e., the numberof ones in each row). If the weights
of the rows of the operating states do not coincide with the weights of the rows
of the forbidden states, this meansthat the given conditions of operation can
be expressed by symmetrical functions, whose operating numberswill be the
weights of the rows of the operating states.

For example, in table i the weights of the operating states 2 and 4 do not
have equals amongthe weights of the forbidden states O, i and 3. In this case
the given conditions of operation can be expressed by the symmetrical function

S._,_(X. X2, X3, X3.

For the redefinition of the given conditions of operation to a function

of the same class as the symmetrical function we must perform the inversion of

the columns (in all 2n combinations) and must compare after each inversion /463

the weights of the rows of the operating and forbidden states (table 2).

If with some combination of the inverted columns the weights of the operat-

ing and forbidden states are found to be different, this will indicate that

the obtained state table can be expressed (more precisely, redefined) in terms

of a symmetrical function, as was done above. This means also that by invert-

ing the corresponding inputs we can realize the given state table with the aid

of a single symmetrical function.

TABLE I

X, X2 X, X4

0 t 1 0
0 1 0 t
1 o 0 1
1 1 1 1

0 o 0 0
t 0 0 0
t t t 0

TABLE 2

X, : X, X, X, X, X, X, X,

t 0 0 o
1 0 o 1
i 0 _ o
1 i o o
0 0 0 0

0 0 0 1
0 t 0 0

1 0 0 0 0
2 0 0 0 l
2 0 0 t 0
2 0 t 0 0

0 t 0 0 0

1 t 0 0
t t t 0 0
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Redefinition by Exclusion of Inessential Variables

In somecases it will be possible to reduce the given state table to the
symmetrical form by excluding rows with inessential variables. Thus, for ex-
ample, the state table (table 3) after elimination of the column of the ines-
sential variable _ can be expressed by the symmetrical function $223 (X1, X3,

X4). It is evident that this expansion of the meansfor the conversion of the
state table to the desired form gives us the possibility of further reduction
of the numberof unused states necessary for the redefinition.

For a verification of the possibility of the redefinition of the given
state table to the symmetrical form we must perform 2n exclusions of rows,
with subsequent comparison of the weights of the rows of the operating (for-
bidden) states. /465

TABLE 3

X, X, X, X4

0

0

Without

0 t i 2
1 0 t 3
0 t 0 2
t t t 4

1 0 1 2
1 t 0 2

X2

Representation of a Given State Table by a Complex

Symmetrical Function

By a complex symmetrical function in the present case we mean a symmetrical

function with variables which can also be symmetrical functions. It is apparent

that redefinition to this form of functions presents the greatest practical

difficulty, although it also is the most universal means for the representation

of an arbitrarily given state table in terms of a function of symmetrical form.

The possibility of the representation of any state table in terms of symmetri-

cal functions (with the assumption of inverslon of the variabi_ in U_em, i.e.,

of the inputs) is easy to perceive by the fact that any formula of predicate

calculus can be expressed in terms of the operations AND [S2 (X1, X2)] , OR

[S1, 2 (_, X2)] , and inversion. However, the problem of the most economical

(in the sense of the number of elements) representation of a given function in

terms of symmetrical functions is not trivial. We shall indicate only the

simplest case of redefinition to the complex symmetrical function.
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Expansion of a Given Table Using Separate Variables. In this case we

partition the given table into 2P subtables (where p is the number o£ variabl_s

in which ghe expansion is performed) and then we attempt to express each of the

tables in terms of a symmetrical function.

TABLE 4

X_ X, X, X4

_a) 0 0 0 0
0 0 0

0 0 I 0
0 I 0 i

0 I I 0
i 0 I I

1 0 I -0

1 0 O l

1 t 1 1

0 1 1 1

0

1

1

2

2

3

2

2

4

3

Xz Xt Xa X4 X, Xt Xs X4

(b) 0 0 0 0

0 0 0 1

0 0 1 0

0 i i t

0 I i 0
0 I 0 1

0 1 0 0 i

+ I 0 I 0

1

3

2 1 l i t

2 1 0 1 1

4

3

Let, for example, there be given the table of combinations shown in

table 4a. Making an expansion of the table in the variable X2, we obtain the

two subtables 4b which are easily redefined to the symmetrical form.

Thus the given state table can be expressed by the complex symmetrical

function /466

s, {s., [so.,.._(x,, x.,, x.,), x__], s._,[s, (A',, x._, x,), x._,]).

These methods for the expression o£ state tables in terms of symmetrical

functions and functions of the same class as the symmetrical are naturally

not a complete listing of all possible simplifications. Our task consisted

only in turning attention to this approach for minimization of relay struc-

tures, in which by means of the unused states the table is expressed in terms

of some "ordered" function. We believe that this approach can prove itself

in the synthesis of various sorts o£ decoders, distributors, counter cells

and in the synthesis of circuits with a large (more than 8-10) number of

variables, where as a rule we have a large number of unused states.
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2. Realization of Symmetrical Boolean Functions of n

• Variables on Logic Switches I

As follows from the preceding section, a large portion of the Boolean

functions of n variables which are used in practice can be_ in the case of large

n, reduced to symmetrical functions, if the number of unused states is suffi-

ciently high.

In the realization of the functions of this class using the standard AND,

OR and NOT elements, the characteristics of this class are hardly utilized.

The resulting circuits are thez-efore very unwieldy. It is obvious that for the

realization of the symmetrical functions we should make use of elements which

also have (in some sense) the properties of symmetry. Such elements include,

in particular, the McCullough-Pietz neurons having only excitatory filaments,

which hereafter we shall term mixers.

As is known, the function realized by this neuron has the form

k

(X,..... x,) = sj (x,,..., x,,).
t=p

where p is the neuron threshold, which is independent of the input variables;

Sj (X1, ..., Xk) is the fundamental symmetrical function of index j.

With the realization of the symmetrical functions using elements of this

form, with the condition of the use of still another element which is the

Culbertson nerve cell with asymmetric_l inputs, the following theorem is
valid.

THEOREM i. Any symmetrical function of n variables can be realized by a

n + i
logic switch containing E(_) mixers and one converter.

Any symmetrical function can be represented in the form of the sum of the

fundamental symmetrical functions.

Let us prove theorem I for the very "worst" symmetrical function

F. f.+l_
• Z •

e (x,, .... . x.) = .... .x.).

Let us consider the circuit of figure I. On this diagram C2j are mixers

E(n + i_ ; PI is a converter whose /467with the threshold p = 2j, j = l, ..., \ 2 !

threshold p = 1. The outputs of the mixers are applied to the inhibiting

1
Section 2 was written by V. V. Naumchenko.
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input filaments of the converter, the input variables are applied to the

excitatory input filaments. The weight of each inhibitory filament is equal

to two.

Thus the total weight of the excited inhibitory filaments of the conver-

ter with excitation of 2j input filaments of the mixers will also be equal to

2j. Consequently, the output of the converter will not be excited, because

k < t + p (p = i, k = t = 2j). With excitation of an odd number of input

filaments, the output of the converter will be excited, because k = 2j + i and,

consequently, k = _ + p, i.e., the excitation conditions are satisfied.

It is easy to see that any other symmetrical function F (Xl, ..., xn)

is realized on the switch in which the number of mixers is less than or equal

n + 1

The physical realization of the mixers can be accomplished with the most

varied elements: magnetic cores, semiconductor triodes, etc.

Figure 2 shows the functional diagram of a mixer made with a transistor.

This circuit operates stably with a number of input variables up to i0, and

with certain limitations up to 15-20. Connection of these elements with others

can be either capacitive or direct. The latter has certain advantages.

A symmetric function of ten variables: F (XI, ..., _0 ) = $2,4,6,8,10

(_, ..._ _0 ) was realized with elements of this form. The circuit contains
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five type PI5 transistors and 64 resistors. It operates with deviations of
the supply voltage from nominal of • 3 percent. For mixers whosethreshold is
equal to seven and higher, it is necessary to use resistors with a scatter of
no more than 3 percent. With the use of silicon transistors (PIOI-PI06), the
circuit can operate stably with temperature variations from -15°C to + 5_°C.

375



MINIMALFORMSOFSYMMETRICALBOOLEANFUNCTIONS
OFANYNUMBEROFVARIABLES

V. D. Kazakov

The synthesis of relay systems involves the preliminary minimization /468

of the Boolean expressions describing the operating conditions of the circuits.

The process of finding the minimal normal expressions (i.e. expressions of the

form sp--sum of products, or ps--product of sums) usually presents considerable

difficulty. However, in certain cases we can establish ahead of time that the

function being minimized is symmetrical from the canonical representation of

the function. Then the minimization process can be considerably simplified.

The present paper describes a method for directly obtaining the minimal

normal forms of symmetricalfunctions which are given in the canonical re-

presentation or simply by the indication of the variables and indices ("oper-

ating numbers") Of the function, and presents the required proofs.

Let us consider finding the sp-minimal forms of Boolean functions given

in the canonical sp-form, since finding the ps-minimal forms of the Boolean

functions given in the ps-form is an operation which is symmetrical relative

to the signs • and +, while the case of finding the sp-minimal forms_from the

canonical ps-form and finding the ps-minimal forms from the canonica_sp-form

reduce to the first case by means of inversion, respectively, of the resulting

minimal forms of the complement of the original function or of the complement
itself.

Let us use _,(ai,0) to denote the group of elementary products consisting

of ai variables without negation and corresponding to all possible combinations

of ai with respect to n.

Similarly, let us use _n(O, ai) to denote the group of elementary products

consisting of aj variables with negations and corresponding to all possible

combinations of aj with respect to n.

We shall consider that the elementary product A occurs in the elementary

product B (notation I A_B), if B can be expressed as Ax, where x is the prod-

uct of the variables not contained in A (in the case A = B, x = 1).

1There is a difference between symbols E which is the inclusion of an element

in a set and C which is the occurrence of a portion of a set in a whole set.
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• Let _a(ai,an--ai) denote the fundamental sy_netrical function of the n

variables of index ai .

It follows directly from the definition of the fundamental symmetrical

function that each of the products (D, [qDE_n(at, an--ai), _n(a_+,,_:,_--ai-1).....

_'.,(an,0)] has at least one corresponding product A [A _ 9_n(ai,0)], such that

AC__, and, correspondingly, each of the products q)',[(D'E_n(a_ai, al)"

_n (an_ al+_,ai+,)..... _n (0,an)] has at least one corresponding product A" [A"

_In(0, aj)], such that A' _ tl)'.

Let us denote by _n(ai, aj) that collection of nonrepeating elementary prod-

ucts I in which there is at least one product whose positive part 2 corresponds

to any combination of n of the ai, and at least one product whose negative part

corresponds to any combination of n of the aj, i.e., to each positive part

B [BE_n(ai, ai)] there corresponds one of the products A [A_n(ai, 0)], and to

each negative part B there corresponds one of the products A'(A'_n(O, a;)).

At the same time, to each of the products A[AE_n(ai, 0)] there corresponds at

least one positive part of B [BE_n(al, al)], and to each of the products

A'[A'E_n(O, ai)] there corresponds at least one negative part of B[BE_n(ai, al)].

It is evident that _Sn(a_,aj)C %, (ai,a_).

Similar to the preceding, it follows from the definition of _n(ai, ai)

that each of the products _9 [(D E _,t (ai, an _ ai), _n (aiq-1, an _ ai+x), ..., _,, (an _ ai, ai) ]

will have at least one product B[B6._n(at, ai)], corresponding to it, such that

Bcq).

THEOREM: The Boolean function consisting of the sum of the products of

groups _.(a_, an--al), _.(ai+_, a.--ai+_), .... _.(a.--a_, a_) is equivalent to the

function consisting of the sum of the products of the B group _.(a_, ai).

1By elementary products we mean those Boolean products in which each factor is

one letter and in each product the variable is used no more than once.

2The positive part of the product is comprised of variables with negation in

the given product.
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Let us prove the t_eorem on the basis of the correspondence between the
Boolean and logical, functions.

At least one of the products _',_(ai,an-- ai),••., _n (an-- al,a/) occurs

in each product of the groups _n(at, ai), while each product of _3n(a,..a/) occurs

in the products of the group _n(ai, anna,) ..... _,(a,,-- a/. a;) and only in them.

Since A_B (occurrence) indicates A _ B (implication) and it is known

that the sum of the elementary conjunctions which imply certain terms of the

disjunctive principal normal form of functions (and only them) is equivalent

to the function represented by these terms_ the theorem is proved.

Let us consider now in more detail the group of products _n(ai, aj). It is

easy to see that it is defined uniquely only for the cases when C_ i a�Cn, i.e._

when

1) ag=O (C°=C_);

2) aj = 0 (C2 = C°);

3) ai + ai = an (Cani eo"--"i_

For other values of ai and aj, the group _,(ai, aj) can be represented by

a different number of products. Their maximal number max _n(qi. ai) is equal to

ca,i.ca,i. In this case all admissible combinations of products from max 93n(at,aj)

with the products from 9_n(ai,0) occur in 9_,(0,ai). In view of the unique-

ness of the value of C_ i+aj'C_.+a/ the collection max _S.(al,al) must be unique.

It also follows from the definition that the minimal representation

[nin 93n(at,a]) cannot be smaller than one of the combinations C.ai or C.ai, i.e.;

the number of terms of the group ,uin_t:(a_.,,;) = _.,ax[C__',C,]/]. It is evident /470

that in the case C// i_,/ the group min%,(a,. :L) is the collection of non-

repeating products whose positive part corresponds to the nonrepeating com-

binations of n of ai_ and the negative part corresponds to each combination

of n of the a j, where _n view of the necessity to have the same number of

positive and negative parts of the products and in view of the inequality

-,_ /_CII/ in the second (negative) part there will be repeating nonuniquely
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defined cofactors. In the case

_efined positive cofactors.

there will be repeating nonuniquely

This fact leads to the nonuniqueness of the representation of rain t_,,(u,...L

COROLLARY i. The minims/ sp-expression of the symmetrical functions having

the canonic81 representation

_,, (ai,,a. -- ai,) -{- _,, (ai,+1, a,, -- ai,+_) +... q- tY,, (ai,+p,, a. -- ai,+p,)

+_,, (a,-,,a,, -- a,-,)+_,, (a_,+,, a,,-- ai,+,) +... + _,, (a_,+p,.a,, -- a_,+p,)+... -4-

+_. (a,-_.,a. -- a,:) + _:. (a,._,+,,a,, -- a,_+,) +... + _. (a,-_+,,, a. -- a,_,+,,,),

is identical to the sum of the minimal representations of the groups

rain 93. (aq, a. -- a&+o_),

where s = I,..., k, i.e., it has the form

min _,, (ai,, a. -- ai,+p,) + rain _. (ai,, ad-- al,+_) + ...

• • • -i- rain _,, (aih, an -- aiA+pk).

CORO_Y 2. The minimal form of the symmetrical functions whose minimal

form is _.(ai,O), %_(O, aj),_(ai, a.--at), is identical to the minimal form, i.e.,

max _ (ai, O) _ min _. (ai, 0);

max _. (0, ai) _ min _. (0, a/);

max _,, Oi. a,, -- ai) _ rain _. (ai, a. -- ai).

COROLLARY 3. The minimal form of the symmetrical functions (except for

those stipulated in corollary l) is not uniquely determined, i.e., there are

several minimal forms for a si_le function

COROLLARY 4. Knowing the form of the minimal forms of the sy_netrical

functions, we can determine the number of minimal forms of a single function.

To do this we must solve the combinatorial problem.

THE COMBINATORIAL PROBLEM. Assume that there are two groups of combina-

tions C_. and C_ and that C_.>6_.. We are required to determine in how many

ways we can compose C_. sets, in each of which there occurs one of the

379



combinations 6_ (and there will not be any combination which occurs in more

than one set) and one of the combinations of the group C,_ (where one com-

bination from the group C_ can occur in several sets, but each of them must

occur in at least one set).

Moreover (in view of the elementary nature of the products %_(a, b) ), in

the combinations 6_n and C_, which occur in a single set, there cannot be

identical variables (having in mind that the combinations 6_, and C_ are com-

posed from the variables n). The problem is formulated similarly with 6_n_C_ •

The number of such sets with .given values of n, a and b (with n -< 5) and

the lower estimate of this number with n > 5 is given by equations /471

(n--a) c_-(n-a) '_-*,, ( with a_b);

(n -- b)c'_-- (,z-- b)"-'n ( with 0 _ a).

Thus, finding the maximum of the number of sets Kma x with given values

of n(n_5) and the lower estimate of this number with n > 5 reduces to finding

K=_ = max [(n -- a)__ (,z_ a)"-_ n]

with variable a (a< n).

The numerical values are

0 3 BK_ax = 1; K_a_ = 6; Km_ _ 26 624.

1 4 lo 2 '_ (239 10':'"Km_,, 1; -- 0)K,,_._x 32;= = K.,_.__ 1

2 5Kmax = 1; 704.J_ [Ilax

EXAMPLE i. Let there be given the symmetrical function $6(0, I.2.5)

of the six variables a, b, c, d, e, f, which consists of the sum of the funda-

mental symmetrical functions of the indices O, I, 2, 5.

38O



We are required to determine its minimal sp- and ps-expressions.

(a) Let us determine first the minimal sp-expressions. The given function

consists of two arrays of fundamental symmetric functions: _6(0. 6), _(]. S), _(2.4)

_a _,_(5. ]).

Let us find the minimal expressions for the array _(0. 6), 5,(I. 5), _,;(2.4).

According to the theorem just proved, 93.(a_,ai) takes the form _6(0.4). The

group _.(ai,0) is empty in view of ai = O. The group _.(0, a;) takes the form

9_6 (0. 4)----{abc------d, abce"-] abae, acd----e, bcd--"e,abc[, abde, acd[, bcd[, abel, acef, bce[, bde[, cde[}.

According to corollary 2, ming$,,(O,ai)----9_n(O,ai); consequently, the minimal

expression for the first array will have the form of the sum of all products

occurring in W 0(0,4).

Now let us determine the minimal sp-expressions 36(5. I).

According to corollary 2, min_6(5. 1) --_,(5. 1} = {a/_e[, abcde[, abdcf, abc.def,

abcde[, abcde[}.

Whence the minimal expression for the given function has the form

min So (0, 1, 2, 5) = rain 936 (0.4) q-- min._ (5. 1) --

= abcd -_- abce ÷ abde -j--acde + bcde +abcf -}- abdf +

-q- acd[ q- bcd[ -+- abe[ _c_[ .q--_c_e-[+ adef 4- baef --5

+-de--[ + abcd_ + abcdef + abc[lef ÷ a_def ÷ abcdef +-abcdef .

In the present case the minimal sp-expression for the given function has

a unique representation, in view of the uniqueness of the representations

S_(0,4) and S_(5, X).

(b) Now let us determine the minimal ps-expressions S_(O, 1, 2, 5). /472

To do this we find the minimal sp-expressions

obtain the ps-minimal expressions S_(0, I,2,5).

The minimal sp-expressions for the array

$6(3, 4) and, inverting them, we

_6(3, 3), _6(4, 2) have the form

min_6(3,2), i.e., they are the sums of the products composed from the products

of the groups 9_e(3, 0), _(0,2):
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9_(3,O)={abc, abd,

_I6(0, 2)= {ab, ac, ad, ae, at, bc, bd

In view of corollary 2 we have

rain _o (3, 2)

min 23G(3, 2) = abce'[ + abd'ce+abe-di +abfde-? acd-be+ acebT+ acf6_l + abeb-c-i-

+ adfb"c-q- aefbc-+ bcdaf -t- bcea[ + bc[a_t -{-,bdec7 -t- bdfac q- befcT -t- cdea7 q-

-4- cd[a-e -4- ce[,a"d q- defa-b--= abc"ef + abdce q- abe-d_ q- ab[,7le q- acdbe-+ aceb-[ +

+ acf[_ol q-- ade'bc .-}-ad[Dc q- aeFbc q- bcdae q- bcea-f.-t- bcfae -k- bdec-[ -at- bd[a-e q-

-Jr-be[,cd 4- cde-a'[+ cdta-'7+ ceF_Tl+ deya-6 ....

abe, ace, bce, ode and so on (in all C a = 20 products)) ;

and so on (in all C_= 15 products) } .

the nonuniqueness of the representation

Whence the minimal ps-expressions for the original function will be

min _36 (0,1,2,5) = (a + b + c+ e + f) (a + b + d + c + e) ×

X (a +b + e + d + f) (a +b + -I+ d + e) (a +c +d +b+e)(a +c+e+b+l)×

× _+ c + [+b+d) (a+ d+e +b+ c)(-a + d+[, +b+c) (a +e + [,+ b + c) X

× (b-l- c q- d -t- a q-t,) (b -kc -t- eq-aq-[,) (b-t-c -t- [,q-a -k d) (b q-d-ke -t- c q- [,) ×

X (b-k- dq-- [,-t-aq-c) (b q-e q-t q- c -4:-d) (c q--d+ e -{-aq-[,) (cq- d q-f -1- a -t- e) )<

X (c -t- eq- [,q-a-}-d) (d-q- eq-_ -+-a-t-b)= (a-.l-b -q-c +e-t-D (a +b-t- d-t- c +e) X

× (a+ bq- eq-d-k[,) (aq- bq-[, +d q- e) (a+ c-kd q- b -t- e) (a q-c+ e-t-b q- [) ×

× (a+c+ f +b + d) (a + d+ e +b+c)(a +d+ [,+b+c) (a +e +[, + b+ c) ,,<

× (b+c +d+a+e)(b + c+e+a+ [,)(b+ c+[,+a-Fe)(b +d+ e+c+ [,) ×

× (b+dq-[,q-aq-e) (b+ e + [, -k c q- d) (c.+d +e-t-a-F[-) (c q- d q- [,+ a + e) ×

× (c+ e+ I+ a+ d)(d-q- e q- [,q- a+ b) ....

EXAMPLE 2. Let there be given the function $4 (0,2,3) of the variables

a_ b, c, d. We are required to find the minimal sp-expressions for this function.

We have the two arrays _4(0,4) and _4 (2,2), _ (3,1). The minimal expression

of the first array is

min _, (0,4) -----min 934 (0,4) -----_, (0,4) = {abcd} .
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The minimal expression of the second array is /473

min { _. (2,2), _ (3,1) } -- rain_$¢(2,1).

The representation of min _, (2,1) is nonunique in view of the different

number of products occurring in the groups _4(2,0) and _4(0,|) (corollary 2)

_4 (2,0) = { ab, ac, ad, bc, bd, cd };

_, (O,1)= { a,b, cd).

Whence rain_ (2,1) has the expressions a_ + aM+ adb--+ bca + bd_+ ab-c+ acd+

adK+ _-j+ bd_+ cd_= a_+ ac_+ _+ bcd+ bd_+ cdg= a_ + acd+ a_ + bc_+ b_

nu cda .... and so on (32 expressions in all).

Whence the minimal sp-expressions are $4(0,2,3) -_--rain_4(0,4)@ min_(2,1) =abed

+ abc+ acd+ adb+ b_+ bc_+ cda = abcd+ abc+ ac'd+ adb+ bc'a+ bda+ cdb = abcd+ ab'c+

o_ + a_ + b_ + bc£ + c_ = _-_ + a_ + acd + adg + bc'd+ b_ + c_ ....

and so on (32 variants in all).

Translated for the National Aeronautics and Space Administration
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